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1 INTRODUCTION

A wide variety of insitu testing methods exists for determining the average time deformation characteristics of soils. Among others, constant head or falling head permeameter tests are the most favored (Milligan 1975). However, the initial waiting period needed for dissipation of pore pressure generated during driving and installation of the equipment together with disturbance of the deposit makes these methods expensive and sometimes misleading. The piezometer probe introduced by Wissa, et al. (1975) and Torstensson (1975) continuously records the pore pressures generated during penetration. Due to their smaller dimensions and sharp edges, these probes generate less disturbance than the permeameters. The dissipation of penetration pore pressures after stopping the probe is related to the consolidation characteristics of the deposit.

Piezometric elements have recently been incorporated in the cone penetrometer, thus permitting the simultaneous recording of generated pore pressures, \( u \). Continuous pore pressure records from piezocone soundings have extensively contributed to the understanding of the variation of tip resistance, \( q_t \), and sleeve friction, \( f_s \), values with soil type and properties (Tumay, et al. 1981). The analysis of the dissipation of these pore pressures permits a new and economical method of estimation of the coefficient of consolidation and coefficient of permeability. An accurate analysis of the field dissipation phenomenon around cones require a coupled, nonlinear and axisymmetric analysis of consolidation. Such an analysis necessitates a thorough knowledge of the initial conditions of the problem which consists of the spatial distribution of pore pressures and total stresses before dissipation together with the nonlinear behavior of the deposit. However, uncertainties involved in estimation of these initial conditions and the different variables that affect them make such an analysis unduly complex.

This study presents a method of predicting the insitu coefficient of consolidation from the pore pressure dissipations when piezocone penetration is stopped. In view of the experience attained from insitu dissipation studies in very soft cohesive deposits in Louisiana, different factors that affect dissipation are studied with a parametric FEM analysis of uncoupled, linear consolidation around cones.

2 PENETRATION PORE PRESSURES

Pore pressures generated during penetration constitute the only initial conditions for a linear uncoupled analysis of the dissipation around penetrometers. Furthermore, in an uncoupled linear analysis the magnitude of these pore pressures is ignored since consolidation is governed by the axisymmetric diffusion equation,

\[ \frac{\partial^2 u}{\partial t^2} = \frac{3u}{8t} \]  \hspace{1cm} (1)

where \( u \) and \( t \) are normalized dimensionless variables defined as,

\[ U = \frac{u}{u_L} \]  \hspace{1cm} (2)

\[ T = \frac{ct}{R^2} \]  \hspace{1cm} (3)

\[ \bar{c} = \frac{E_k}{\gamma_u} \]  \hspace{1cm} (4)

\[ \bar{c} = \frac{E_k}{\gamma_u} \]  \hspace{1cm} (4)
where $u = \text{pore pressure at a given time}$, $u_i = \text{initial pore pressure}$, $c = \text{coefficient of consolidation}$, $t = \text{time}$, $R = \text{radius of cone}$, $E = \text{deformation modulus}$, $k = \text{hydraulic conductivity}$, and $\gamma_w = \text{unit weight of water}$.

It is noted that the dissipation is governed by the initial, spatial distribution of pore pressures surrounding the cone. Variation of penetration pore pressures along the shaft of the penetrometer is obtained by emplacing the piezometer element at different locations on the cone. Figure 1 presents the experience obtained by different investigators. These results indicate that the tip values of pore pressures are approximately 2.5 times the shaft values. Although it is possible to record these pore pressure at different locations on the shaft and tip of the cone, efforts to obtain the spatial distribution have rendered erroneous results due to changes in the boundary conditions of the problem by the insertion of a second probe (Baligh and Levadoux 1980). However, experience in the field has pointed out the fact that in very soft cohesive soils, penetration pore pressures extend to 20-25 times the radius of the probe. Similar results were obtained in measuring the pore pressure generated during pile driving (Roy, et al. 1979). Levadoux and Baligh (1980) approached the problem by estimating the strain rates induced by a cone penetrating an inviscid and incompressible fluid and approximating the pore pressures generated from this strain field by the soil plasticity models. Theoretical approximations and field measurements indicate that the spatial distribution of pore pressures along the shaft can best be estimated from the results of data obtained from pile drivings (Chan 1982).

Figure 2 presents the spatial distribution of normalized pore pressures during penetration. It is observed that the pore pressures at the tip form a plateau for a distance of about 4 $R$ after which they decrease logarithmically with radial distance. An axisymmetric FEM code was written in order to estimate the dissipation of these initial pore pressures. It was determined that taking the free draining boundary at a distance of about 25 $R$ closely approximates an infinite radial boundary. Therefore, the mesh given in Figure 3 was utilized. The top and bottom of the mesh are taken as impervious since the flux out of the boundaries at these distances is negligible.

3 ANALYSIS OF DISSIPATION

It is firstly attempted to analyze the effect of anisotropy of a soil deposit on the pore pressure dissipation data. Figure 4 shows the effect of anisotropy in...
in hydraulic conductivity. The time factor is given in horizontal coefficient of consolidation in this figure. It is observed that the consolidation around a cone is basically governed by the horizontal time deformation characteristics of the deposit. Furthermore, the effect of anisotropy is least pronounced during the final stages of consolidation. This suggests that the in situ time readings taken from the final stages of dissipation would correlate better with the horizontal value of coefficient of consolidation. However, waiting for full dissipation of initial excess pore pressure in practice might interrupt the soundings anywhere from one to thirty hours. This requirement of waiting for later stages of dissipation may be quite impractical and uneconomical. To remedy this shortcoming of the test and still obtain a meaningful value of dissipation time, it is recommended that an approximate curve fitting technique be used. It is shown in Figure 4 that when the straight portion of the dissipation curves is extended to 90 percent dissipation, the ratio of the actual time factor, $T_{90}$, to the extrapolated $T'_{90}$ could be taken as a constant,

$$(\log T_{90})/(\log T'_{90}) = A$$

(5)

where $T_{90} = 240$, $T'_{90} = 130$ and $A = 1.13$ is obtained. Consequently, in a field dissipation curve, the actual time of 90 percent dissipation could be estimated by,

$$t_{90} = 10^{1.13 \log t'_{90}}$$

(6)

where $t'_{90}$ is the time to 90 percent dissipation when the dissipation is extrapolated as a straight line and $t_{90}$ is actual time of 90 percent dissipation.

Sharper cones are sometimes used since they impose less disturbance to soil and generate lower magnitudes of initial pore pressures. Figure 5 gives the dissipation results for an 18° and 60° cone. It is observed that at intermediate stages of dissipation longer time is required for sharper cones while the two curves converge for final stages of dissipation. This implies that the dissipation tests with sharper cones will take a longer time at initial stages of consolidation. Cone penetration imposes very high straining to the soil in front of the tip [50 percent strain level as predicted by Baligh and Levdou (1980)]. This suggests that when the penetration is stopped, there exists a highly disturbed inner zone and a rather undisturbed outer zone surrounding the cone. High strains

Figure 3. Finite element mesh for axisymmetric dissipation around penetrometer.

Figure 4. Effect of anisotropy on dissipation and estimation of 90 percent dissipation time.

$t_{90} = 10^{1.13 \log t'_{90}}$

Figure 5. Effect of cone angle on dissipation.
around the tip extend to regions at a distance of about 5 R after which the strain level could be approximated by cavity expansion theories and which is in the order of 1-2 percent. Therefore, it is logical to assume that the coefficient of consolidation of the region surrounding the tip will be higher than the relatively less disturbed outer zone. The dissipation results for different ratios of the coefficient of consolidation in these two zones are presented in Figure 6. It is observed that mainly the properties of the undisturbed region dominate the dissipation while at final stages of consolidation all dissipation results converge.

Finally the effect of recording the dissipation at different positions on the shaft is investigated. Figure 7 shows that it is advantageous to put the piezometric element at the tip rather than the shaft. This would save a considerable amount of time during the dissipation tests at the field. Furthermore, it is noted that the dissipation of normalized pore pressures for piezometric elements at any location on the tip are almost identical and consequently results obtained from cones with piezometric elements at the tip or at the middle of the tip should be comparable in analysis of dissipation records.

4 EVALUATION OF RESULTS

Figure 8 presents the tip resistance and pore pressure records in an alluvial deposit of southern Louisiana. It is observed that the upper highly compressible clay deposit is separated by a rather silty clay layer from a stiffer lower clay deposit. Three dissipation records were taken in both the upper and the lower deposits. The dissipation of total pore pressures with time is given in Figure 9. These total pore pressures consist of both the excess pore pressures, \( \Delta u \), and the hydrostatic pore pressures, \( \bar{u} \). The ratio of the excess pore pressure to the tip resistance, \( \Delta u / q \), is a good indication of the stress history of the deposit (Tumay, et al. 1981). In conformity with the boring logs, it is noted that higher values of \( \Delta u / q \) obtained in the upper deposit indicate lower overconsolidation ratios.

The parallel dissipation curves in Figure 9 indicate that the spatial distribution of penetration pore pressures were similar while the average coefficient of consolidation values are
different. The anomaly presented by dissipation curve 6 might be due to the presence of a silt lens close to the penetration location. Due to this possible inhomogeneity around the cone, the initial normalized pore pressure distribution at this location might be different than the distribution taken in numerical analysis. Consequently, this dissipation will not be evaluated for the coefficient of consolidation.

The excess pore pressure in the first five dissipation records which are normalized with respect to the initial maximum pore pressures, are shown in Figure 10. With regard to the discussion presented earlier, the straight portion of the dissipation records in the logarithmic plot is extended down to 90 percent dissipation and the corresponding actual dissipation time is calculated by equation 6. The time factor for 90 percent dissipation is taken as 240 and the \( \phi \) values are calculated. The values presented in Figure 10 are found to be generally 10 to 20 times the values obtained from laboratory results for vertical coefficient of consolidation (Chan 1982). However, it should be noted that during the different stages of dissipation, some regions of the soil surrounding the cone is subjected to both a swelling and recompression. This behavior might contribute to the higher average \( \phi \) values obtained. Furthermore, Al-Dhahiri, et al. (1970) observed that the coefficient of consolidation values backcalculated from the in situ evaluation of pore pressures under an embankment in very soft cohesive soils, are generally close to values obtained from in situ permeameter tests while laboratory consolidation data have given values 10–20 times smaller. In the light of these studies, it could be concluded that dissipation results obtained by piezo-cone tests give a more reliable estimation of the in situ horizontal coefficient of consolidation.

5 SUMMARY AND CONCLUSIONS

A method to interpret the dissipation of penetration pore pressures in piezo-cone penetration testing is presented. It is noted that linear, uncoupled FEM analysis of the dissipation of penetration pore pressures yield reliable values of coefficient of consolidation for soft cohesive soils. Analysis of numerical studies indicate that:

1. The dissipation of pore pressure due to cone penetration is governed mainly by the horizontal values of coefficient of consolidation. It is best to evaluate the results of this test at later stages in order to reduce the influence of anisotropy due to hydraulic conductivity.

2. Sharper cones require longer dissipation times, hence a 60° cone angle is recommended for routine dissipation tests since they would take less dissipation time.

3. Although the soil immediately surrounding the cone is highly disturbed, dissipation results at the later stages of consolidation reflect the characteristics of the undisturbed deposit.

4. Faster dissipation curves are obtained when the pore pressures are
recorded at any position on the conic part of the penetrometer. Therefore it is preferable that the piezometric elements be placed at these positions for dissipation studies.

5. Normalized dissipation curves will be similar for piezometric elements emplaced at the tip or at the middle of the cone. This suggests that the dissipation results obtained from cones with the same apex angle but with piezometric elements at different positions of the tip must be comparable.

6. Coefficient of consolidation obtained by piezo-cone penetration tests would generally be higher than values obtained from conventional oedometer tests. This is mainly attributed to both the uncertainties involved in the initial distribution of pore pressures during the test and the general shortcomings of performing a laboratory consolidation test. However, previous studies on insitu evaluation of volume change characteristics of soft cohesive soils indicate that coefficient of consolidation obtained by insitu tests are close to actual values but generally greater than laboratory values (Mitchell & Gardner 1975). This indicates that the dissipation tests give better estimations of the coefficient of consolidation in a homogeneous deposit.
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THE BEST APPROXIMATION OF MULTIVARIATE FUNCTIONS
BY COMBINATIONS OF UNIVARIATE ONES

E. W. Cheney

This survey concerns various schemata for approximating multivariate functions by combinations of univariate functions. The combinations of interest are formed by addition, multiplication, functional composition, and passage to a limit. Some very intractable problems are outlined, but our emphasis is on problems in which some progress has been made in recent years. These are mainly the cases when the approximating functions form linear subspaces. In contrast with the situation in classical approximation theory, the subspaces which occur in this subject are generally of infinite dimension.

1. Introduction

The theorem of Arnold and Kolmogoroff informs us that any continuous multivariate function can be constructed by using continuous univariate functions as "building blocks", and the operations of composition and addition as "mortar". The Weierstrass Approximation Theorem provides similar information; the "building blocks" are the same, and the "mortar" consists of multiplication, addition, and passage to the limit. Here are the 2-variable forms of these representations:

\[ f(x,y) = \sum_{i=1}^{5} \varphi_i(g_i(x) + h_i(y)) \]  

(1)

\[ f(x,y) = \sum_{i=1}^{\infty} g_i(x)h_i(y) \]  

(2)

In both of these equations, further stipulations may be made. For example, we can take all \( \varphi_i \) to be the same, and \( h_i \) to be a multiple of \( g_i \) in (1). In (2), we can assume that the functions \( g_i \) and \( h_i \) are polynomials. References [32] and [44] are convenient ones for the theorem of Kolmogorov and Arnold.

In general, if we restrict the flexibility of the functional forms on the right side of (1) and (2), the possibility of exact representation will be lost, and what remains is an interesting problem of best approximation. Thus, for example, we can seek a best approximation to a function \( f \) by functions of the form
\[ \sum_{i=1}^{4} \phi_i(x) + h_i(y) \] or \[ \sum_{i=1}^{n} g_i(x)h_i(y) \] These two problems, arrived at in an innocent attempt to replace exact representations by approximations, are in fact quite formidable, and no one has suggested methods for attacking them numerically.

One point that should be emphasized is that when we give up exact representations and search for "best approximations" the norm which is used will have a profound influence on the problem. As long as our approximation problem is linear (and in some rare instances of nonlinear approximation) the \( L_2 \)-norm leads to the simplest theory. More interesting problems occur with the \( L_\infty \) and \( L_1 \) norms.

The remainder of this survey will be organized around certain specific forms of approximation. These can be enumerated as follows. In each case, \( f \) is a function to be approximated by a function of the type appearing on the right side of the \( \approx \) sign.

(A) \[ f(x,y) \approx g(x) \]

(B) \[ f(x,y) \approx g(x) + h(y) \]

(C) \[ f(x,y) \approx \phi(g(x) + h(y)) \]

(D) \[ f(x,y) \approx \sum_{i=1}^{n} g_i(x)h_i(y) \]

(E) \[ f(x,y) \approx \sum_{i=1}^{n} u_i(x)h_i(y) + \sum_{i=1}^{m} v_i(y)g_i(x) \]

Each of these problems will have a number of variants, which we will label A1, A2, and so forth.

2. Problem (A)

We begin with Problem (A1), in which a continuous function \( f \) on \( X \times Y \) is given. Here \( X \) and \( Y \) can be arbitrary compact Hausdorff spaces. We seek an element \( g \in C(X) \) to minimize the expression

\[ \|f-g\| = \sup_{y} \sup_{x} |f(x,y) - g(x)| . \]

Let us introduce the concept of the sections of a bivariate function. These are the univariate functions which one obtains by fixing one argument. The standard notation is adopted, viz.
(4) \[ f_x(y) = f^y(x) = f(x,y) \, . \]

It is an exercise in equicontinuity to prove that if \( f \in C(X \times Y) \), then the set \( K = \{ f^y : y \in Y \} \) is a compact subset of \( C(X) \); i.e., it is bounded, closed, and equicontinuous. These considerations allow us to re-write Equation (3) as,

(5) \[ \|f-g\| = \sup_y \|f^y - g\| = \sup_{k \in K} \|k-g\| \, . \]

The element \( g \in C(X) \) which makes this a minimum is called the Tchebycheff center of the set \( K \). We would also term \( g \) the best simultaneous approximation of \( K \). Other authors have used the term "global approximation".

The Tchebycheff center of any (bounded) set \( A \) in any Banach space \( F \) can be defined as

(6) \[ E(A) = \{ g \in F : \sup_{a \in A} \|a-g\| = r(A) \} \]

where \( r(A) \) is the Tchebycheff radius, given by

(7) \[ r(A) = \inf_{g \in F} \sup_{a \in A} \|a-g\| \, . \]

**THEOREM 1.** Let \( C(X) \) be the Banach space of all bounded continuous real-valued functions on an arbitrary topological space \( X \). The Tchebycheff center of any bounded subset of \( C(X) \) is nonempty.

This theorem was proved for compact spaces by Zamjatin [56] and extended by Franchetti and Cheney [17].

Some important papers devoted to this topic are [1], [21], [37], [54], and [36].

The problem of minimizing the expression in Equation (4) by appropriate choice of \( g \) in \( C(X) \) is easier than the general problem of finding a Tchebycheff center because the set \( K \) is compact. In fact, one solution is obtained by defining

(8) \[ g(x) = \frac{1}{2} \max_{y \in Y} f(x,y) + \frac{1}{2} \min_{y \in Y} f(x,y) \, . \]

A more difficult problem of the same type we label as Problem (A2). Here \( g \) is not allowed to range over all of \( C(X) \) but is restricted to some prescribed subspace, \( G \). This leads to the concepts of restricted
Tchebycheff radius and restricted Tchebycheff center. These are defined as follows.

\[ r_G(A) = \inf_{g \in G} \sup_{a \in A} \|a - g\| \]

\[ E_G(A) = \{ g \in G : \sup_{a \in A} \|a - g\| = r_G(A) \} \]

Here \( A \) can be a bounded subset in any Banach space \( F \), and \( G \) can be any subspace of \( F \). A duality theorem, proved in [17], goes as follows:

**THEOREM 2.** If \( A \) is compact then

\[ r_G(A) = \max_{\phi \in G^1} \inf_{\phi(f) = 0} \sup_{a \in A} \|a - f\| \]

Smith and Ward proved in [54] this important result:

**THEOREM 3.** If \( A \) is a bounded set in \( C(X) \), with \( X \) an arbitrary topological space, and if \( G \) is any subset of \( C(X) \), then

\[ r_G(A) = r(A) + \text{dist}(G, E(A)) \]

A subset \( G \) in a Banach space \( F \) is said to be "proximinal" if each element of \( F \) has at least one best approximation in \( G \). If we assume in Theorem 3 that \( G \) is proximinal, then a necessary and sufficient condition for the Tchebycheff center \( E_G(A) \) to be nonempty is that the expression \( \text{dist}(f, G) \) should attain its infimum as \( f \) ranges over \( E(A) \). The interested reader should consult [54] and [17] for further results in this area. One problem which remains open is this one:

**CONJECTURE.** If \( G \) is a proximinal set in \( C(X) \), then it is also proximinal in \( C(X \times Y) \) for arbitrary compact \( Y \).

If this conjecture is correct, then the infimum of \( \|f - g\| \) will be attained as \( g \) ranges over \( G \), for each \( f \in C(X \times Y) \). The conjecture is false if \( Y \) is allowed to be a noncompact space.
3. Problem (B)

Here we fix an $f \in C(X \times Y)$, with $X$ and $Y$ compact, and we seek $g \in C(X)$ and $h \in C(Y)$ to make the expression

$$
\|f-g-h\| = \sup_{x,y} |f(x,y)-g(x)-h(y)|
$$

an absolute minimum. This we term Problem (B1). Much is known about it. Diliberto and Straus were the first to study it [13], and later Aumann [3] and Golomb [27] contributed to it. For recent work and more bibliographic detail see [24] and [42].

To summarize the important known results, we state the following theorem.

**THEOREM 4.** The above problem always has a solution $(g, h)$. One solution can be obtained by the Diliberto-Straus Algorithm described below.

The algorithm is an iterative one given by the formulas $f_1 = f$, $f_{n+1} = f - P_n f$, where $P_n$ is a simple averaging operator previously encountered in Equation (8). Specifically, for even $n$,

$$
(P_n f)(x,y) = \frac{1}{2} \max_s f(x,s) + \frac{1}{2} \min_s f(x,s)
$$

while for odd $n$,

$$
(P_n f)(x,y) = \frac{1}{2} \max_s f(s,y) + \frac{1}{2} \min_s f(s,y)
$$

Thus in either case $P_n f$ is really a univariate function. It is known that the sequence $f_n$ converges uniformly, and $\lim f_n$ is a best approximation to $f$ of the form $g(x)+h(y)$.

This algorithm is identical to one known as the von Neumann Alternating Method. It was described by von Neumann in 1933 and was used for obtaining best approximations in Hilbert space from the vector sum of two subspaces. See [48] for this application. A recent paper by Deutsch contains further results on this algorithm as well as further references [11].

Problem (B1) has applications to the scaling of matrices (for the purpose of preconditioning them). See [4], [23].

It is possible to characterize solutions to Problem (B1) in the following way:

**THEOREM 5.** In order that the pair $(g, h)$ solve the minimum problem in Equation (13) it is necessary and sufficient that there exist an "alternant".
An "alternant" is an infinite sequence of points \( p_n = (x_n, y_n) \) such that \( x_n = x_{n+1} \) (and \( y_n \neq y_{n+1} \)) when \( n \) is odd, \( y_n = y_{n+1} \) (and \( x_n \neq x_{n+1} \)) when \( n \) is even, and \( (f-g-h)(p_n) = (-1)^n \|f-g-h\| \). This theorem is due to Havinson [31] and has been recently generalized to encompass Problem (E).

Von Neumann's algorithm is designed to produce best approximations in Hilbert space. One is presented with two closed linear subspaces \( U \) and \( V \) in Hilbert space, and has at hand the orthogonal projections onto \( U \) and \( V \). Then the sequence \( f_{n+1} = f_n - P_n f_n \) \( (n=0,1,2,\ldots) \) is generated, where \( P_{2k} \) is the orthogonal projection on \( U \) and \( P_{2k+1} \) is the orthogonal projection on \( V \). Then \( \lim f_n \) is the best approximation of \( f_0 \) in the closure of \( U+V \).

It is known that the algorithm works also in any uniformly convex Banach space whose dual is also uniformly convex; however, one must assume as hypothesis that \( U+V \) is closed. It seems to be an open problem whether this hypothesis is essential. This result has been given by Deutsch [11]. See also [19] and [20].

An interesting question about the space \( C(X \times Y) \) is this: what is the (relative) projection constant of the subspace \( C(X)+C(Y) \), and what are the minimal projections? This question has recently been answered by Jameson and Pinkus, [34]. Their result is

THEOREM 6. If \( X \) and \( Y \) are compact Hausdorff spaces, each containing infinitely many points, then the projection constant of \( C(X)+C(Y) \) as a subspace of \( C(X \times Y) \) is 3.

A minimal projection, \( P \), in this situation is obtained by selecting \( \xi \in X \), \( \eta \in Y \), and defining

\[
(16) \quad P f = f_{\eta} + f_{\xi} - f(\xi, \eta).
\]

An important variant of Problem (B), designated as (B2), arises when \( f \) is defined not on \( X \times Y \) but on a compact subset \( S \) in \( X \times Y \). This complicates the problem considerably, and a paper of Oferman [49] is devoted to the question of existence of a best approximation. His principal theorem is this:

THEOREM 7. Let \( S \) be a closed subset of \( X \times Y \) containing a point \((\xi, \eta)\) such that \((x, \eta)\) and \((\xi, y)\) belong to \( S \) whenever \((x, y)\) belongs to \( S \). Then each \( f \) in \( C(S) \) which satisfies a Lipschitz condition has a best approximation in the class \( \{g+h: g \in C(X), h \in C(Y)\} \).
Another important variant of Problem (B), designated (B3), involves the $L_1$-norm. The most natural question to ask is whether each $f \in L_1(X \times Y)$ necessarily has a best approximation (in the $L_1$-norm) of the form $g(x) + h(y)$, with $g \in L_1(X)$ and $h \in L_1(Y)$. The following result has been proved in [33].

**Theorem 8.** Let $X$ and $Y$ be measure spaces of finite measure, and let $f \in L_1(X \times Y)$. Then $f$ possesses a best $L_1$-approximation in the subspace $M = \{ g + h : g \in L_1(X), h \in L_1(Y) \}$.

The appropriate variant of the Diliberto-Straus algorithm will not always work. Various hypotheses (either on the function being approximated or on the measure spaces $X$ and $Y$) can be introduced to obtain a convergence theorem. For example, W.A. Light has proved the following result [39]:

**Theorem 9.** In addition to the hypotheses of Theorem 8, assume that $f$ differs almost everywhere from each function in $M$. Then the iterates $f_n$ produced by the $L_1$-version of the Diliberto-Straus algorithm satisfy $\|f_n\| : \text{dist}(f, M)$.

4. **Problem (C)**

In Problem (C1), we seek three univariate functions, $\varphi, g, h$, so that $f(x, y)$ is well-approximated by $\varphi(g(x) + h(y))$. A function of the latter form (composed of three continuous functions) is said to be *nomographic*. Bivariate functions which happen to be nomographic can be represented by a simple nomogram or "alignment-chart". This is done by drawing three equidistant vertical lines, and introducing a scale on each to represent $g(x), \varphi(x)$, and $h(x)$. Then a straight line drawn through points labelled $x$ and $y$ on the first and third line will intersect the middle line at a point labelled $\varphi(g(x) + h(y))$. A special slide rule could also be designed to give the values of any specific nomographic function. By Kolmogorov's Theorem, each continuous function on the unit square is a sum of at most five nomographic functions. Thus the nomographic functions have the versatility and simplicity needed for approximation. Unfortunately, not much is known about the practical use of these functions. Most of the theory concerning them is due to R.C. Buck, who has written a series of papers on the subject. See, for example, [7] and [8].

A variant of this problem, designated (C2), arises if $\varphi$ is fixed beforehand. In [22], von Colitschek has studied the discrete version of
Problem (C2) under the supposition that \( \varphi \) has an inverse. He established a combinatorial algorithm for finding \( g \) and \( h \). This algorithm "converges" in a finite number of steps and has the further advantage that in each step an interval is generated which contains the number

\[
\rho = \inf_{g,h} \| f - \varphi \circ (g+h) \|.
\]

Of course, when \( \varphi \) is fixed, the object sought is an element of a linear subspace in \( C(X \times Y) \). In this sense, the problem is linear. Obviously, much remains to be done on Problem (C) and its variants.

5. Problem (D)

In Problem (D1), a continuous function \( f \) on a Cartesian product \( X \times Y \) is given, and an integer \( n \) is fixed. We then seek \( 2n \) continuous functions \( g_i \in C(X) \) and \( h_i \in C(Y) \) which will minimize the norm

\[
\sup_{(x,y) \in X \times Y} |f(x,y) - \sum_{i=1}^{n} g_i(x)h_i(y)|.
\]

The set of functions

\[
M_n = \{ \sum_{i=1}^{n} g_i \cdot h_i : g_i \in C(X), h_i \in C(Y) \}
\]

is a nonlinear manifold in \( C(X \times Y) \), and it contains (many) linear spaces of infinite dimension.

As we shall see, this problem can be reformulated as a nasty problem in \( n \)-widths. Recall that the \( n \)-width of a set \( K \) in a Banach space \( E \) is defined by the equation

\[
d_n(K) = \inf_{G} \sup_{f \in K} \text{dist}(f,G)
\]

where the infimum is taken over all \( n \)-dimensional subspaces \( G \) in \( E \). If the infimum is attained by a specific \( n \)-dimensional subspace \( G \), then that subspace is said to be extremal for \( K \), or optimal.

The calculation of the distance from \( f \) to \( M_n \) (defined in Equation 19) proceeds as follows. (Here we denote by \( G \) the linear span of \( g_1, \ldots, g_n \)
(21) \[ \text{dist}(f, M_n) = \inf \inf \| f - \sum_{i=1}^{n} g_i h_i \| \]
\[ = \inf \text{dist}[f, C(Y)] \]
\[ = \inf \sup \text{dist}[f^y, G] \]
\[ = d_n([f^y : y \in Y]). \]

In this calculation we use the tensor notation as follows:

(22) \[ G \otimes C(Y) = \{ \sum_{i=1}^{n} g_i h_i : h_i \in C(Y) \}. \]

In the 3rd step of the computation the following lemma from [18] is needed.

**Lemma.** Let \( G \) be a linear subspace of a Banach space \( E \), and let \( X \) be a compact topological space. Let \( C(X, E) \) be the Banach space of continuous maps \( f : X \to E \) with norm \( \| f \| = \sup \| f(x) \| \). Then \( \text{dist}[f, C(X, G)] = \sup \text{dist}[f(x), G] \).

The determination of the \( n \)-width of \( \{ f^y : y \in Y \} \) as a subset of \( C(X) \) is regarded as quite intractable. Also, the determination of an extremal subspace \( G \) seems to be difficult. However, the problem in Hilbert space has a classical solution, which we now outline.

In this problem, designated as (D2), we are presented with a function \( f \) in \( L_2(X \times Y) \). Here \( X \) and \( Y \) are arbitrary measure spaces. For a fixed \( n \), we seek \( g_i \) in \( L_2(X) \) and \( h_i \) in \( L_2(Y) \) to minimize the \( L_2 \)-norm:

(23) \[ \left( \int_X \int_Y |f(x, y) - \sum_{i=1}^{n} g_i(x) h_i(y)|^2 \right)^{1/2}. \]

The solution was given by Erhard Schmidt in 1905, [53]. First define a symmetric kernel \( k \) by putting

(24) \[ k(x, s) = \int_Y f(x, t) f(s, t) dt \quad (x, s \in X). \]

The eigenvalues of the kernel are the complex numbers \( \lambda \) for which the equation
\[ \varphi(x) = \lambda \int_{X} k(x, s) \varphi(s) \, ds \]

has nontrivial solutions. For each eigenvalue, the solutions to Equation (25) form a finite-dimensional subspace of \( L_2(X) \). The eigenvalues are positive real numbers and can be arranged as \( \lambda_1 \geq \lambda_2 \geq \ldots \) with each one repeated a number of times equal to the dimension of the space of solutions of Equation (25). Next we select \( g_1, g_2, \ldots, g_n \) as eigenfunctions corresponding to eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_n \). The normalization of the \( g \)'s should be \( \int g_i^2 = \frac{\lambda_i}{\lambda} \). Because of the symmetry of the situation, the functions \( h_i \) can be determined in the same way, mutatis mutandis. After the \( g_i \) and \( h_i \) have been obtained, we have

\[ \|f - \sum_{i=1}^{n} g_i h_i \|^2 = \|f\|^2 - \sum_{i=1}^{n} \frac{1}{\lambda_i} \cdot \lambda_i \]

Furthermore, the limit of each side of this equation is 0 as \( n \to \infty \).

Besides being accessible in Schmidt's memoir [53], these matters are discussed by M. Colombe in [27]. In Section 8 of Colomb's article, the Newton iteration is discussed as a means of determining the eigenfunctions in Schmidt's solution of the problem.

Another variant of Problem (D) arises if we simply change the norm to the \( L_1 \)-norm. This we designate as Problem (D3). The paper [46] of Michelli and Pinkus is devoted to this problem. In order to state their main theorem we need a definition: a function \( f \in C([0,1]^2) \) is said to be strictly totally positive if \( \det f(x_i, y_j) > 0 \) whenever \( 0 \leq x_i < \ldots < x_m \leq 1, 0 \leq y_1 < \ldots < y_m \leq 1, \) and \( m \geq 1 \).

**THEOREM 10.** If \( f \) is strictly totally positive, then the minimum value of \( \int_{0}^{1} \int_{0}^{1} |f(x, y) - \sum_{i=1}^{n} u_i(x)v_i(y)| \, dx \, dy \) when \( u_i \) and \( v_i \) range over \( L_1[0,1] \) is obtained by functions of the form \( u_i(x) = f(x, \xi_i), v_i(y) = \sum_{j=1}^{n} c_{ij} f(\xi_j, y) \).

In their paper, Michelli and Pinkus specify the magical points \( \xi_i \) and \( \xi_j \) as well as the coefficients \( c_{ij} \). One remarkable aspect of their work is that in this case no improvement in the quality of approximation arises from allowing \( u_i \) and \( v_i \) to range over \( L_1[0,1] \); they may as well be restricted to \( C[0,1] \).

The last variant of Problem (D) that we wish to discuss is designated (D4), and is obtained by fixing the functions \( h_1, \ldots, h_n \) in \( C(Y) \). This
restores linearity to the problem and renders it more amenable to analysis. Let \( H \) denote the subspace of \( C(Y) \) generated by \( h_1, \ldots, h_n \). Then our approximating subspace in \( C(X \times Y) \) is

\[
C(X) \otimes H = \left\{ \sum_{i=1}^{n} u_i \cdot h_i : u_i \in C(X) \right\}.
\]

If \( H \) is not finite dimensional, then \( C(X) \otimes H \) is defined as the closure in \( C(X \times Y) \) of the set of all finite sums \( \sum u_i v_i \) with \( u_i \in C(X) \) and \( v_i \in H \).

A number of general theorems about this problem are contained in [18]. Usually, \( H \) need not be finite-dimensional. As examples of the results, here are several:

**THEOREM 11.** If there exists a continuous proximity map ("continuous selection for the set-valued metric projection") from \( C(Y) \) onto \( H \), then \( C(X) \otimes H \) is proximinal in \( C(X \times Y) \).

**THEOREM 12.** Let \( H \) be any subspace of \( C(Y) \), let \( f \in C(X \times Y) \), and let \( g \in C(X) \otimes H \). In order that \( g \) be a best approximation to \( f \) it is necessary and sufficient that one \( x \)-section of \( f - g \) satisfy \( \| f - g \| = \text{dist}(f_x - g_x, H) \).

Suitable examples show that the hypothesis of Theorem 11 cannot be dropped, even if \( H \) is one-dimensional. Many of the results in [18], including stronger versions of Theorems 12 and 11, apply to the more general Banach spaces \( C(X, E) \) described previously.

6. **Problem (E)**

Here we understand that functions \( h_i \) and \( g_i \) are fixed in \( C(Y) \) and \( C(X) \) respectively, and we seek continuous functions \( u_i \) and \( v_i \) to minimize

\[
\sup_x \sup_y |f(x, y) - \sum_{i=1}^{n} u_i(x) h_i(y) - \sum_{j=1}^{m} v_j(y) g_j(x)|.
\]

This is Problem (E1). If we use \( H \) and \( G \) to denote the subspaces in \( C(Y) \) and \( C(X) \) generated by \( g_1, \ldots, g_n \) and \( h_1, \ldots, h_m \), then our approximating subspace is

\[
W = C(X) \otimes H + C \otimes C(Y).
\]

This problem is the direct descendant of the original Diliberto-Straus
problem. It retains linearity, and offers tremendous flexibility for approximation. Since the elements of \( W \) are separable functions, i.e. of the form \( \sum_{i=1}^{N} a_i(x)b_i(y) \), they are ideally suited to approximating the kernels of integral transforms.

The existence question for best approximations in Problem (E1) is not completely settled. The most general result to date is the infamous "Sitting Duck Theorem" from [51]:

\textbf{Theorem 13.} If \( G \) is a finite-dimensional subspace in \( C(X) \) having a continuous proximity map, and if \( H \) is a finite-dimensional subspace in \( C(Y) \) having a Lipschitzian proximity map, then \( W \) (as in Equation (29)) is proximinal.

Although these hypotheses may eventually turn out to be unnecessarily stringent, examples can be given to show that they cannot be dropped altogether. Thus, in [18], an example in which \( H = 0 \) and \( G \) is of dimension 1 is displayed, with \( W \) not proximinal. Examples of spaces having Lipschitzian proximity maps are constructed in [52].

A related result from [41] also has an asymmetrical flavor. In it, we assume that each of the compact spaces has a Borel measure defined on it such that nonvoid open sets receive nonzero, noninfinite measure. The theorem then is as follows, in a reformulation suggested by L. Sulley.

\textbf{Theorem 14.} Let \( G \) and \( H \) be finite-dimensional subspaces in \( C(X) \) and \( C(Y) \) respectively. Assume the existence of continuous proximity maps

\[ A: L_\infty(X) \to G \quad B: C(Y) \to H. \]

Then \( G \otimes C(Y) + C(X) \otimes H \) is proximinal in \( C(X \times Y) \).

Let us denote by \( L_\infty(S) \) the Banach space of all bounded real functions on a set \( S \). There are some theorems about the existence of best approximations in \( L_\infty(X \times Y) \) by elements of the subspace

\begin{equation}
Z = L_\infty(X) \otimes H + G \otimes L_\infty(Y). 
\end{equation}

It turns out that \( Z \) is proximinal if \( G \) and \( H \) are arbitrary finite-dimensional subspaces in \( L_\infty(X) \) and \( L_\infty(Y) \) respectively. This is established in [26]. Now an interesting phenomenon occurs. If \( f \in C(X \times Y) \), \( G \subset C(X) \), and \( H \subset C(Y) \), then the distance from \( f \) to \( Z \) is not less than the distance from \( f \) to \( W \). Thus no improvement in the quality of
approximation can be achieved by allowing discontinuous coefficient functions. This is proved also in [26].

There is some reason to believe that in the situation just described some of the best approximations to \( f \) in \( Z \) will be continuous on the interior of \( X \times Y \). One theorem to this effect is contained in [26], but the general case appears to be rather difficult.

The problem of characterizing best approximations in Problem (E1) has received some attention. The theorem of Havinson for Problem (B1) has been mentioned previously. It could have been given this equivalent form:

**Theorem 15.** In order that the pair \((g, h)\) solve the minimization problem

\[
\min_{g \in C(X)} \min_{h \in C(Y)} \sup_{x} \sup_{y} |f(x,y) - g(x) - h(y)|
\]

it is necessary and sufficient that there exist functionals \( \varphi_n \) in \( C(X \times Y)^* \) such that \( \|\varphi_n\| = 1 \), each \( \varphi_n \) has finite support, each \( \varphi_n \) annihilates functions in \( C(X) + C(Y) \), and \( \varphi_n (f - g - h) \rightarrow \|f - g - h\| \).

The functionals \( \varphi_n \) referred to in this theorem correspond roughly to finite initial segments of an alternant \( \{p_1, \ldots, p_n\} \) in Havinson's Theorem, the correspondence being given by the equation \( \varphi_n (F) \approx (1/n) \sum_{i=1}^{n} (-1)^i F(p_i) \), for any \( F \in C(X \times Y) \).

The generalization of Theorem 14 for the subspace \( W \) (in Equation (29)) appears in [43], and states:

**Theorem 16.** In order that an element \( w \) in \( W \) be a best approximation to a function \( f \) in \( C(X \times Y) \) it is necessary and sufficient that there exist functionals \( \varphi_n \) in \( C(X \times Y)^* \) such that \( \|\varphi_n\| = 1 \), each \( \varphi_n \) has finite support, each \( \varphi_n \) annihilates \( W \), and \( \varphi_n (f - w) \rightarrow \|f - w\| \).

If we possess continuous proximity maps \( P : C(X) \rightarrow G \) and \( Q : C(Y) \rightarrow H \), then a generalized Diliberto-Straus algorithm can be defined. In order to do this, first extend \( P \) and \( Q \) to operate on \( C(X \times Y) \) by writing

\[
(31) \quad (\overline{P}f)(x,y) = (Pf^Y)(x)
\]

\[
(32) \quad (\overline{Q}f)(x,y) = (Qf_x^Y)(y)
\]

Thus \( \overline{P} \) operates on \( f \) as a parametrized family of functions of \( x \). Actually then \( \overline{P} \) is a proximity map of \( C(X \times Y) \) into \( G \otimes C(Y) \). Similar
remarks apply to \( \overline{Q} \). Our algorithm then is: \( f_0 = f, f_{n+1} = f_n - A_n f_n \), where \( A_n = \overline{P}_n \) for even \( n \) and \( A_n = \overline{Q}_n \) for odd \( n \).

N. Dyn was the first to give an example in which this algorithm fails [14]. Her example involves \( X = Y = [0,1] \), \( G = \pi_0 \), and \( H = \pi_1 \). (We use \( \pi_n \) as the space of polynomials of degree at most \( n \).) In [25] this negative result is generalized to arbitrary Haar subspaces, assuming only that \( \dim G \geq 1 \) and \( \dim H \geq 2 \). If the hypothesis of Haar subspaces is dropped, then examples can be given (with \( G \) and \( H \) having arbitrary dimensionality) in which the algorithm is effective. But these subspaces are constructed solely for this purpose and are of little practical importance [52].

Although an existence theorem of wide generality and a method of constructing best approximations are both lacking for Problem (E1), nevertheless, very practical methods exist for producing good approximations. Here we refer to the linear blending projections which W.J. Gordon developed in [28] and in many later papers. The theory is both powerful and elegant. Starting with linear projections

\[
P: C(X) \to G \quad G: C(Y) \to H
\]

we extend these to \( \overline{P} \) and \( \overline{Q} \) by Equations (31) and (32).

**Theorem 17.** The map \( B = \overline{P} + \overline{Q} - P\overline{Q} \) is a linear projection of \( C(X \times Y) \) onto \( W \) (as in Equation (29)). Furthermore,

\[
\|I-B\| \leq \|I-P\|\|I-Q\|.
\]

The importance of the inequality (34) is that \( \|I-B\| \) is the proper measure of how well \( B \) serves as an approximation operator. Similar remarks apply to \( P \) and \( Q \). The essential estimate needed here is

\[
\|f-Bf\| \leq \|I-B\| \text{dist}(f,W).
\]

(It depends on \( B \) being linear and idempotent.) This inequality shows that \( Bf \) is worse than the best approximation by a factor of \( \|I-B\| \), at most.

The projection \( B \) defined in Theorem 17 is the Boolean sum of \( \overline{P} \) and \( \overline{Q} \), often written \( B = \overline{P} \oplus \overline{Q} \). It is also referred to sometimes as a blending operator. One practical choice for \( B \) is obtained by using orthogonal projections for \( P \) and \( Q \). Thus if \( \{z_1, \ldots, z_n\} \) is a basis for \( G \) chosen to be orthonormal with respect to any convenient inner product, say
then \( \overline{F} \) would be defined by

\[
(\overline{F}f)(s,t) = \sum_{i=1}^{n} \langle f^t, g_i^t \rangle g_i(s).
\]

A similar equation (or some completely different projection) could be used for \( \overline{Q} \). A concise summary of blending operator theory is in [29].

Because of the flexibility and simplicity of the blending operators, one can regard the problem of approximation from the subspace \( W \) as solved for all practical purposes. Especially good choices for \( P \) and \( Q \), in the case that \( X = Y = [-1,1] \) and \( G = \Pi_{n-1} \), \( H = \Pi_{m-1} \), are, of course, interpolation operators with the nodes at the Chebyshev abscessas (i.e. roots of \( T_n \) or extrema of \( T_{n-1} \)). It should be observed that the Jameson-Pinkus projection defined by Equation (16) is the Boolean sum of two minimal projections.

Among the many possible variants of Problem (E), we shall mention two, viz., the \( L_1 \) and \( L_2 \) versions. In Problem (E2), we fix \( f \in L_2(X \times Y) \), \( g_i \in L_2(X) \), and \( h_i \in L_2(Y) \). Here \( X \) and \( Y \) can be arbitrary \( \sigma \)-finite measure spaces. We seek functions \( u_i \in L_2(X) \) and \( v_i \in L_2(Y) \) so as to minimize the expression

\[
\|f - \sum_{i=1}^{n} u_i h_i - \sum_{i=1}^{m} v_i g_i\|_2^2
\]

\[
= \int \int |f(x,y) - \sum_{i=1}^{n} u_i(x) h_i(y) - \sum_{i=1}^{m} v_i(y) g_i(x)|^2 dx dy.
\]

The solution can be given at once: form the Boolean sum \( B = \overline{P} \oplus \overline{Q} \), where \( P \) is the orthogonal projection of \( L_2(X) \) onto the subspace \( G \) spanned by \( g_1, \ldots, g_n \), and \( \overline{F} \) is the extension defined by Equation (31). The projections \( Q \) and \( \overline{Q} \) are similar. One proves readily that \( B \) is the orthogonal projection onto \( G \otimes L_2(Y) + L_2(X) \otimes H \). Here we have a specific instance of the following two theorems from [51].

**THEOREM 18.** If \( G \) and \( H \) are complemented subspaces in Banach spaces \( E \) and \( F \) respectively, and if \( \alpha \) is any uniform cross-norm, then \( G \otimes \alpha F + E \otimes \alpha H \) is complemented in \( E \otimes \alpha F \).

**THEOREM 19.** If \( P \) and \( Q \) are linear proximity maps defined on a Banach space \( E \), then the same is true of \( P + Q - PQ \), provided that \( PQP =QP \).
It should be noted that a practical method for solving the uniform approximation problem (E1) consists in replacing it by the mean-square approximation problem (E2). There is even the possibility of adjusting the measure in such a way that the $L_2$-solution becomes the $L_\infty$-solution. This idea goes back to Lawson's dissertation [38].

The final variant of Problem (E) is designated (E3) and involves the $L_1$-metric. Thus the natural setting is $f \in L_1(X \times Y)$, $g_1 \in L_1(X)$, and $h_1 \in L_1(Y)$. The following theorem has been proved by Holland, Light, and Sulley [33].

**THEOREM 20.** If the measure spaces $X$ and $Y$ have finite measure, and if $G$ and $H$ are finite-dimensional subspaces of $L_1(X)$ and $L_1(Y)$, respectively, then the subspace $G \otimes L_1(Y) + L_1(X) \otimes H$ is proximinal in $L_1(X \times Y)$.

Prior to the work just cited, the best result along these lines required $f \in L_\infty(X \times Y)$, $G \subseteq L_\infty(X)$, and $H \subseteq L_\infty(Y)$. See [40]. Proofs of these results employ the elegant "measurable selection theorem" of Kuratowski and Ryll-Nardzewski [35]. See also [50].
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ITPACK ON SUPERCOMPUTERS

David R. Kincaid and Thomas C. Oppe
University of Texas at Austin

ABSTRACT

ITPACK is being adapted for efficient use on supercomputers. The results of preliminary testing of the vector version of this software package are presented. More extensive modifications are being planned and are outlined in Kincaid, Oppe, and Young [1982].

INTRODUCTION

ITPACK is a package of subroutines for solving large sparse linear systems by adaptive iterative algorithms developed at the Center for Numerical Analysis of the University of Texas at Austin. (See Kincaid, Respess, Young, and Grimes [1982].) Recently, we have been adapting ITPACK 2C for efficient use on supercomputers such as the CDC Cyber 205 and CRI Cray I. A vector version of ITPACK has been developed. The vector version of ITPACK, like the scalar version, is written in 1966 ANSI Standard Fortran with a minimum of vector syntax so that it will run efficiently on both of these computers.

ITPACK is a package of seven iterative algorithms for solving the linear system \( Ax = b \) where \( A \) is a symmetric positive definite (or mildly nonsymmetric) matrix. The basic methods are the Jacobi (J), Successive Overrelaxation (SOR), Symmetric Successive Overrelaxation (SSOR), and RS method for the reduced system. Either conjugate gradient (CG) or Chebyshev (semi-iteration, SI) acceleration is applied to each of these basic methods, except for the SOR method. The seven iterative algorithms in ITPACK correspond to the following subroutines: JCG - Jacobi Conjugate Gradient, JSI - Jacobi Semi-iteration, SOR - Successive Overrelaxation, SSORCG - Symmetric Successive Overrelaxation Conjugate Gradient, SSORSI - Symmetric Successive Overrelaxation Semi-iteration, RSCG - Reduced System Conjugate Gradient, and RSSI - Reduced System Semi-iteration. Each of these modules scales matrix \( A \) to have a unit diagonal as follows

\[
\begin{pmatrix}
-1/2 & -1/2 & 1/2 & -1/2 \\
D & A & D & \\
\end{pmatrix}
\begin{pmatrix}
x \\
(0 \ldots x) \\
\end{pmatrix} =
\begin{pmatrix}
(0 \ldots b) \\
\end{pmatrix}
\]

using the diagonal matrix \( D = \text{diag}(A) = (d_{ii}) \) which has the same diagonal elements as \( A \). We denote this scaled system as \( Au = c \) where \( A \)
is now the scaled coefficient matrix of the linear system, \( u = D^{1/2} x \), \( D^{-1/2} \)
and \( c = D^{-1} b \). Each of the basic methods is derived by choosing a splitting matrix \( Q \) such that \( Q A \) is better conditioned than the original linear system. The resulting pre-conditioned system is written as

\[
Q^{-1} A u = Q^{-1} c \quad \text{or} \quad u = (I - Q A) u + Q^{-1} c
\]

which leads to the basic iterative step

\[
\begin{align*}
(n+1) & \quad (n) \\
(1) \quad u & = G u + k
\end{align*}
\]

\[
\begin{pmatrix}
-1 & \quad -1 \\
-1 & \quad -1
\end{pmatrix}
\]

where \( G = I - Q A \) and \( k = Q^{-1} c \). If scaled matrix \( A \) has "Property A", it is possible to permute its rows and columns into the following form

\[
(2) \quad A = \begin{bmatrix}
I & H \\
r & K \\
k & I \\
& b
\end{bmatrix}
\]

where \( I \) and \( I \) are identity submatrices. Such a system is obtained when the red/black ordering is used on the mesh points of a domain for an elliptic partial differential equation discretized by the 5-point finite difference equation. (For details, see Hageman and Young [1981].)

The acceleration procedures used for the basic iterative methods are either the conjugate gradient acceleration or the Chebyshev acceleration. Both can be expressed as

\[
(3) \quad u^{(n+1)} = p^{(n+1)} [q^{(n)} (G u^{(n)} + k) + (1- q^{(n)}) u^{(n+1)}] + (1-p^{(n)}) u^{(n+1)}
\]

where \( p \) and \( q \) are acceleration parameters which can be automatically computed in ITPACK.
We are interested in the efficient computation of (3) on vector computers. Assuming $G_u + k$ has been computed, $u$ is a linear combination of vectors in (1) and so its calculation is clearly vectorizable. The acceleration parameters are computed using either (i) scalar arithmetic involving maximum and minimum eigenvalues of the iteration matrix $G$ in the case of Chebyshev acceleration or (ii) dot products of intermediate work vectors in the case of conjugate gradient acceleration. The computational work needed for (i) is trivial; that for (ii) can be reduced by using fast dot product routines. Hence, only the basic iterative step (1) remains to be vectorized.

**SPARSE STORAGE SCHEMES**

A critical consideration in the vectorizability of (1) is the data structure used to store the matrix $A$. If the data structure is such that a matrix-vector product can be vectorized, then the calculation of (1) can be made very efficient for most of the ITPACK modules. The scalar version of ITPACK stores the matrix in a row-oriented structure which makes vectorization difficult. The data structure for the vector version of ITPACK follows the ELLPACK data structure which is column-oriented and thereby allows increased vectorization of the matrix-vector product. (See Rice [1982] or Boisvert [1982].)

Consider the following matrix and how it would be stored under the storage schemes used in scalar and vector ITPACK:

$$
\begin{bmatrix}
4 & -1 & -2 & 0 \\
-1 & 2 & 0 & 0 \\
-2 & 0 & 6 & -3 \\
0 & 0 & -3 & 8 \\
\end{bmatrix}
$$

Scalar ITPACK - Symmetric Storage & Nonsymmetric Storage

$$
A = (4,-1,-2,2,6,-3,8) \\
JA = (1,2,3,2,3,4,4) \\
IA = (1,4,5,7,8)
$$

$$
A = (4,-1,-2,-1,2,-2,6,-3,-3,8) \\
JA = (1,2,3,1,2,1,3,4,3,4) \\
IA = (1,4,6,9,11)
$$

Vector ITPACK - Sparse Storage Scheme

$$
\text{COEF} = \begin{bmatrix}
4 & -1 & -2 \\
2 & -1 & 0 \\
6 & -2 & -3 \\
8 & -3 & 0 \\
\end{bmatrix}
$$

$$
\text{JCOEF} = \begin{bmatrix}
1 & 2 & 3 \\
2 & 1 & 1 \\
3 & 1 & 4 \\
4 & 3 & 1 \\
\end{bmatrix}
$$
In scalar ITPACK, the array A contains the nonzeros of the matrix entered by rows (in symmetric storage only those on or above the main diagonal are stored). JA contains the column numbers of corresponding elements in A, and IA contains pointers into A for the first nonzero of each row. In vector ITPACK, the array COEF contains the nonzeros of the matrix with the diagonal entry in column one and with possible zero fill for short rows, JCOEF contains the column numbers for corresponding elements in COEF with possible unit fill for short rows. The elements in COEF may be automatically moved around depending on the iterative method being used in order to increase vectorization. (See method sections.)

For the COEF-JCOEF data structure, all nonzeros of the coefficient matrix are stored even if it is symmetric. This is done because vectorization is difficult if only half of the nonzeros are present. Still the user should inform ITPACK if the matrix is known to be symmetric since the iterative algorithms are slightly different for symmetric and nonsymmetric systems.

CODE SEGMENTS

Now consider possible code implementations for a matrix-vector product with these storage schemes

```
C
C     IA-JA-A Symmetric Storage Scheme
C
DO 3 I = 1,N
  C(I) = 0.E0
DO 10 I = 1,N
  JBGN = IA(I)
  JEND = IA(I+1) - 1
  IF (JEND .LT. JBGN) GO TO 10
  SUM = C(I)
  BI = B(I)
  DO 5 J = JBGN,JEND
    JCOL = JA(J)
    SUM = SUM + A(J)*B(JCOL)
    C(JCOL) = C(JCOL) + A(J)*BI
  CONTINUE
3 C(I) = SUM
10 CONTINUE
```
C ... IA-JA-A Nonsymmetric Storage Scheme

    DO 20 I = 1,N
    JBGN = IA(I)
    JEND = IA(I+1) - 1
    SUM = 0.E0
    IF (JEND .LT. JBGN) GO TO 15
    DO 13 J = JBGN,JEND
       JCOL = JA(J)
       SUM = SUM + A(J)*B(JCOL)
    13    CONTINUE
    15   C(I) = SUM
    20    CONTINUE

C ... COEF-JCOEF Storage Scheme

    DO 33 I = 1,N
    C(I) = 0.E0
    33   CONTINUE
    DO 30 J = 1,MAXNZ
      CALL VGATHR (N,B,JCOEF(I,J),WORK)
      DO 35 I = 1,N
         C(I) = C(I) + COEF(I,J)*WORK(I)
    35   CONTINUE
    30    CONTINUE

SUBROUTINE VGATHR (N,A,IA,B)

C ... VGATHR GATHERS ELEMENTS FROM ARRAY A ACCORDING TO INDEX LIST IA
C ... AND PLACES THEM INTO CONSECUTIVE LOCATIONS IN ARRAY B

    INTEGER IA(I)
    REAL   A(I),B(1)
    DO 10 I = 1,N
      IJ = IA(I)
      B(I) = A(IJ)
    10    CONTINUE
    RETURN
    END

Here MAXNZ is the maximum number of nonzeros per row and WORK is a work
vector of length N.

While the code in the first code segment is fine for scalar computers,
is entirely too complicated for vectorization on supercomputers. In the second example code segment, indirect addressing prevents DO loop 13 from vectorizing. Another drawback is the inner-product algorithm itself. It computes N dot products with short vectors (a maximum of MAXNZ in length). In general, vector computers are more efficient when working with long vectors. In the third example code segment, DO loops 33 and 35 vectorize. Also, both the Cyber 205 and Cray 1 have fast gathering instructions which can replace subroutine VGATHR. This algorithm is similar to the outer-product algorithm for a matrix-vector product. It performs MAXNZ gathering operations, MAXNZ vector multiplies, MAXNZ vector additions, and MAXNZ+1 vector assignments. Note that the price for avoiding indirect addressing is the need for additional working storage of length N. Using the COEF-JCOEF data structure, the basic iterative step was vectorized or partially vectorized for all of the ITPACK modules with a significant improvement in performance.

We now consider the several basic iterative methods and their potential for vectorization.

**JACOBI METHOD**

For scaled A, the splitting matrix is \( Q = I \) so the basic Jacobi iterative step is

\[
\begin{bmatrix}
(n+1) & -1 & (n) \\
(n) & -1 & (n+1) \\
(n+1) & (n)
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}
\end{bmatrix} = \begin{bmatrix}
(I - Q A) \\
Q \\
(I - A)
\end{bmatrix} \begin{bmatrix}
\mathbf{c}
\end{bmatrix}
\]

This is a simple matrix-vector product which vectorizes with the COEF-JCOEF data structure.

**SOR METHOD**

First, consider the Gauss-Seidel method. The scaled matrix is \( A = I - L - U \) where \( L \) and \( U \) are respectively strictly lower and upper triangular matrices. Let \( Q = I - L \) be the splitting matrix. This leads to the iteration step

\[
\begin{bmatrix}
(n+1) & (n+1) & (n)
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}
\end{bmatrix} = \begin{bmatrix}
\mathbf{L} \\
\mathbf{U} \\
\mathbf{c}
\end{bmatrix}
\]

(4)

The basic SOR iterative step is derived from the Gauss-Seidel iteration by introducing an acceleration parameter \( w \) (0 < \( w < 2 \)).
\[
\begin{align*}
(n+1) & \quad (n+1) \quad (n) \quad (n) \\
\mathbf{u} & = w(\mathbf{L}\mathbf{u} + \mathbf{u} + c) + (1-w)\mathbf{u} \\
\mathbf{u} & = w(\mathbf{L}\mathbf{u} + c) + (1-w)\mathbf{u} \\
\end{align*}
\]

or:

\[
\begin{align*}
(n+1) & \quad (n) \quad (n) \\
(\mathbf{I} - w\mathbf{L})\mathbf{u} & = w(\mathbf{u} + c) + (1-w)\mathbf{u} \\
\end{align*}
\]

The splitting matrix is \( \mathbf{Q} = (\mathbf{I} - w\mathbf{L})/w \). It is possible to vectorize the right-hand-side calculation by segregating \( \mathbf{L} \) and \( \mathbf{U} \) in the COEF-JCOEF data structure as follows

\[
\begin{bmatrix}
\begin{array}{c|c|c}
\mathbf{d} & \text{nonzeros} & \text{nonzeros} \\
\mathbf{11} & \text{of} & \text{of} \\
\mathbf{.} & \mathbf{U} & \mathbf{L} \\
\mathbf{.} & \mathbf{.} & \mathbf{.} \\
\mathbf{d} & \mathbf{.} & \mathbf{.} \\
\mathbf{nn} & \mathbf{.} & \mathbf{.} \\
\end{array}
\end{bmatrix}
\]

Thus, a given column of COEF contains only diagonal entries, only \( \mathbf{U} \) nonzero entries, or only \( \mathbf{L} \) nonzero entries. Once the right-hand-side is calculated, \( \mathbf{u} \) is found by a forward elimination. This calculation is recursive in nature and is not easily vectorizable. (See, for example, Kincaid, Oppe, and Young [1982].)

When the red/black ordering is used, the triangular matrices \( \mathbf{L} \) and \( \mathbf{U} \) from (2) are of the form

\[
\begin{bmatrix}
0 & 0 \\
-K & 0
\end{bmatrix}
\] \[\quad\]

\[
\begin{bmatrix}
0 & -\mathbf{H} \\
0 & 0
\end{bmatrix}
\]

The SOR method can be written as

\[
\begin{align*}
(n+1) & \quad (n) \\
\mathbf{u} & = w(-\mathbf{H}\mathbf{u} + c) + (1-w)\mathbf{u} \\
(\mathbf{r}) & \quad (\mathbf{r}) \\
\mathbf{u} & = w(-\mathbf{K}\mathbf{u} + c) + (1-w)\mathbf{u} \\
\end{align*}
\]

Here the unknowns are partitioned into those corresponding to red and black mesh points denoted \( \mathbf{u} \) and \( \mathbf{u} \), respectively. The COEF-JCOEF data structure is
\[
\begin{bmatrix}
d & \text{nonzeros} \\
11 & \text{of} \\
. & H \\
. & . \\
\end{bmatrix}
\]

Clearly, the SOR method vectorizes with the red/black ordering.

**SSOR METHOD**

Similar remarks to those for the SOR method apply to the SSOR method with splitting matrix \( Q = (I-wL)(I-wU)/(w(2-w)) \). The SSOR basic iterative step is

\[
\begin{align*}
(n+1/2) & = w(Lu + Uu + c) + (1-w)u \\
(n+1) & = w(Uu + Lu + c) + (1-w)u
\end{align*}
\]

The basic iterative step is partially vectorizable using the segregated data structure (5) and is fully vectorizable under red/black ordering. With red/black ordering, the optimum relaxation factor for the SSOR method is unity so that it reduces to the Symmetric Gauss Seidel (SGS) method. The SGS method requires more iterations for convergence than the SSOR method with a good relaxation factor. For scalar computers, the SSOR method loses its effectiveness with red/black ordering; however, this may not be true for vector computers. (See section on numerical results.)

**RS METHOD**

The RS method for the reduced system requires that the scaled matrix \( A \) be of the form (2). Using (4) and (6), the reduced system is \( (I-KH)u_b = -Kc + c \). The splitting matrix is \( Q = I \) and the iterative statement can be written as
\[
\begin{align*}
(n+1) & \quad (n) \\
\text{u} & = -Hu + c \\
\text{r} & = b \\
(n+1) & \quad (n+1) \\
\text{b} & = -Ku + c \\
\text{r} & = b
\end{align*}
\]

This is the basic iterative step for the RS method. The COEF-JCOEF data structure used is given by (7). Clearly, it also is vectorizable since only matrix-vector products are computed.

**NUMERICAL RESULTS**

For purposes of comparing the scalar and vector versions of ITPACK, the following sample problem was considered: Solve the elliptic partial differential equation \(u + 2u = 0\) inside the unit square with \(u = 1 + \frac{x}{y}\) on the boundary. Using the 5-point finite difference approximation and a mesh size of \(h = 1/20\), the resulting linear system has 361 unknowns and a maximum of five nonzeros per row. This problem was solved using both the scalar and vector version of ITPACK with two ordering and two storage schemes. The timing routine recorded the iteration time and the total time which included the iteration time as well as time spent scaling the matrix and permuting it if red/black ordering was used.

For the scalar version of ITPACK, the natural and red/black orderings were used with the symmetric and nonsymmetric IA-JA-A storage scheme. This was done also for the vector version of ITPACK but with the COEF-JCOEF storage scheme. Since both versions were to be run on the Cyber 205 and Cray 1 computers, DO loops which had been unrolled in the original ITPACK for scalar optimization were re-rolled to increase vectorization. Table 1 contains the vector ITPACK results and the scalar ITPACK results in parentheses using the Cyber 205. In this computer, "large pages" were used and "unsafe vectorization", i.e., compiler options BOUV. (For additional details, see Mossberg [1981] or Kincaid, Oppe, and Young [1982].) On the Cyber 205, the gather and scatter routines Q8VGATHR and Q8VSCATR were used in the vector version. Moreover, the dot product routine Q8SDOT was used in both versions. Table 2 contains the vector ITPACK results and the scalar ITPACK results in parentheses using the Cray 1. The Cray gather/scatter calls were used in the vector version. Moreover, the Cray BLAS routines were used in both versions.

A comparison of the numerical results shows a considerable improvement in performance of the vector version of ITPACK from the scalar version on both supercomputers. For example in the vector version, the total time spent in each method is not significantly greater than the iteration time while in the scalar version this was not the case. This
results from the fact that scaling and permuting the system is easily vectorizable with the COEF-JCOEF data structure but not with the A-IA-JA data structure. Note also that the vector version has slightly greater workspace requirements, namely, an additional N for all methods except for JSI and SOR which require 2N more. An interesting observation is the improved performance of the SSOR methods with the red/black ordering in the vector version of this package despite the greater number of iterations needed.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>ITERATION TIME</th>
<th>TOTAL TIME</th>
<th>WORKSPACE USED</th>
<th>NO. OF ITERN.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fo28</td>
<td>019 (.076)</td>
<td>1927 (1566)</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>.023 (.083)</td>
<td>1444 (722)</td>
<td>108</td>
<td></td>
</tr>
<tr>
<td>JCG</td>
<td>.030 (.138)</td>
<td>.083 (.150)</td>
<td>2561 (2200)</td>
<td>17</td>
</tr>
<tr>
<td>JSI</td>
<td>.034 (.145)</td>
<td>.062 (.105)</td>
<td>1805 (23)</td>
<td></td>
</tr>
<tr>
<td>SOR</td>
<td>.043 (.088)</td>
<td>.103 (.148)</td>
<td>1324 (963)</td>
<td>31</td>
</tr>
<tr>
<td>SSORCG</td>
<td>.052 (.097)</td>
<td>.027 (.148)</td>
<td>902 (541)</td>
<td>60</td>
</tr>
<tr>
<td>SSORSI</td>
<td>.010 (.047)</td>
<td>.028 (.150)</td>
<td>1384 (1025)</td>
<td>31</td>
</tr>
<tr>
<td>RSSI</td>
<td>.018 (.092)</td>
<td>.027 (.148)</td>
<td>902 (541)</td>
<td>60</td>
</tr>
<tr>
<td>RSSI</td>
<td>.050 (.137)</td>
<td>.054 (.149)</td>
<td>2053 (1692)</td>
<td>62</td>
</tr>
<tr>
<td>JCG</td>
<td>.030 (.194)</td>
<td>.034 (.205)</td>
<td>1444 (722)</td>
<td>108</td>
</tr>
<tr>
<td>JSI</td>
<td>.034 (.205)</td>
<td>.083 (.144)</td>
<td>1083 (361)</td>
<td>72</td>
</tr>
<tr>
<td>SOR</td>
<td>.045 (.085)</td>
<td>.055 (.097)</td>
<td>2595 (2234)</td>
<td></td>
</tr>
<tr>
<td>SSORCG</td>
<td>.052 (.113)</td>
<td>.103 (.150)</td>
<td>1324 (963)</td>
<td>31</td>
</tr>
<tr>
<td>SSORSI</td>
<td>.020 (.061)</td>
<td>.027 (.148)</td>
<td>902 (541)</td>
<td>60</td>
</tr>
<tr>
<td>RSSI</td>
<td>.018 (.100)</td>
<td>.027 (.148)</td>
<td>902 (541)</td>
<td>60</td>
</tr>
</tbody>
</table>
| Red/Black Ordering with Symmetric Storage
| JCG      | .018 (.071)    | .027 (.127) | 1927 (1566)    | 61            |
| JSI      | .030 (.130)    | .038 (.186) | 1444 (722)     | 108           |
| SOR      | .018 (.124)    | .025 (.180) | 1083 (361)     |
| SSORCG   | .030 (.195)    | .039 (.251) | 2611 (2250)    | 42            |
| SSORSI   | .040 (.205)    | .048 (.261) | 2166 (1805)    | 69            |
| RSGG     | .011 (.047)    | .018 (.104) | 1324 (963)     |
| RSSI     | .018 (.091)    | .027 (.148) | 902 (541)      | 60            |
| Red/Black Ordering with Nonsymmetric Storage
| JCG      | .049 (.137)    | .058 (.225) | 2053 (1692)    | 62            |
| JSI      | .030 (.194)    | .038 (.282) | 1444 (722)     | 108           |
| SOR      | .018 (.119)    | .025 (.207) | 1083 (361)     | 65            |
| SSORCG   | .045 (.229)    | .053 (.317) | 2715 (2254)    | 47            |
| SSORSI   | .041 (.295)    | .049 (.383) | 2166 (1805)    | 69            |
| RSGG     | .021 (.061)    | .028 (.149) | 1324 (1025)    | 31            |
| RSSI     | .018 (.100)    | .027 (.189) | 902 (541)      | 60            |
Table 2 - Cray 1 timing results in seconds for vector ITPACK
(scalar ITPACK results in parentheses)

<table>
<thead>
<tr>
<th>METHOD</th>
<th>ITERATION TIME</th>
<th>TOTAL TIME</th>
<th>WORKSPACE USED</th>
<th>NO. OF ITERNS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Ordering with Symmetric Storage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JCG</td>
<td>.025 (.089)</td>
<td>.029 (.097)</td>
<td>1927 (1568)</td>
<td>61 (62)</td>
</tr>
<tr>
<td>JSI</td>
<td>.044 (.157)</td>
<td>.048 (.164)</td>
<td>1444 (722)</td>
<td>108</td>
</tr>
<tr>
<td>SOR</td>
<td>.104 (.139)</td>
<td>.114 (.148)</td>
<td>1083 (361)</td>
<td>72</td>
</tr>
<tr>
<td>SSORCG</td>
<td>.059 (.086)</td>
<td>.070 (.094)</td>
<td>2561 (2200)</td>
<td>17</td>
</tr>
<tr>
<td>SSORSI</td>
<td>.073 (.087)</td>
<td>.083 (.096)</td>
<td>2166 (1805)</td>
<td>23</td>
</tr>
<tr>
<td>RSCG</td>
<td>.013 (.053)</td>
<td>.022 (.109)</td>
<td>1324 (963)</td>
<td>31</td>
</tr>
<tr>
<td>RSSI</td>
<td>.024 (.103)</td>
<td>.033 (.160)</td>
<td>902 (541)</td>
<td>60</td>
</tr>
</tbody>
</table>

| Natural Ordering with Nonsymmetric Storage |
| JCG            | .046 (.132)    | .051 (.143) | 2053 (1692)    | 62             |
| JSI            | .043 (.201)    | .047 (.212) | 1444 (722)     | 108            |
| SOR            | .104 (.129)    | .115 (.140) | 1083 (361)     | 72             |
| SSORCG         | .061 (.082)    | .071 (.093) | 2595 (2234)    | 17             |
| SSORSI         | .072 (.099)    | .083 (.111) | 2166 (1805)    | 23             |
| RSCG           | .020 (.063)    | .029 (.150) | 1386 (1025)    | 31             |
| RSSI           | .024 (.109)    | .033 (.197) | 902 (541)      | 60             |

| Red/Black Ordering with Symmetric Storage |
| JCG            | .025 (.077)    | .034 (.131) | 1927 (1568)    | 61 (62)        |
| JSI            | .044 (.133)    | .053 (.188) | 1444 (722)     | 108            |
| SOR            | .025 (.116)    | .034 (.171) | 1083 (361)     | 65             |
| SSORCG         | .041 (.210)    | .050 (.266) | 2611 (2260)    | 42 (47)        |
| SSORSI         | .059 (.190)    | .068 (.245) | 2166 (1805)    | 69 (57)        |
| RSCG           | .013 (.053)    | .022 (.110) | 1324 (963)     | 31             |
| RSSI           | .024 (.104)    | .033 (.159) | 902 (541)      | 60             |

| Red/Black Ordering with Nonsymmetric Storage |
| JCG            | .046 (.132)    | .055 (.218) | 2053 (1692)    | 62             |
| JSI            | .043 (.202)    | .052 (.288) | 1444 (722)     | 108            |
| SOR            | .025 (.117)    | .034 (.203) | 1083 (361)     | 65             |
| SSORCG         | .056 (.218)    | .065 (.305) | 2715 (2354)    | 47             |
| SSORSI         | .060 (.246)    | .069 (.332) | 2166 (1805)    | 69 (59)        |
| RSCG           | .019 (.062)    | .028 (.150) | 1386 (1025)    | 31             |
| RSSI           | .024 (.110)    | .033 (.197) | 902 (541)      | 60             |
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Abstract

The first part of this talk will review higher order methods for obtaining a simple zero of a nonlinear function. The order and relative efficiency of the methods are discussed. In case of multiple zeros a new method of order three is developed. The method requires 2 evaluations of the function and one evaluation of the derivative.

The second part is devoted to higher order methods for the solution of nonlinear systems of algebraic equations. Methods of order \(1 + \sqrt{2}\) and 4 for regular systems will be described. Higher order methods for systems having singular Jacobian will be reviewed (results due to Rall, Reddien, Decker & Kelley, Griewank, Weber & Werner and Neta & Victory).

§1. Introduction

In this talk we review higher order methods for obtaining a simple zero of a nonlinear function. The order and efficiency of these methods will be discussed. We also give a table comparing the efficiency of known methods. An extensive bibliography for the numerical solution of a nonlinear algebraic equation (having simple or multiple roots) will be given elsewhere.

We also review higher order methods for the solution of nonlinear algebraic systems.

In the next section we give some definition. The third section will give results concerning the numerical solution of nonlinear equation. The last section will be devoted to systems of
§2. Preliminaries

The nonlinear equation considered is

\[ f(x) = 0, \quad (1) \]

and the system of equations

\[ F(x) = 0. \quad (2) \]

We denote a solution of (1) by \( \xi \).

**Definition** Let \( \{x_i\} \) be a sequence converging to \( \xi \). Let \( \varepsilon_i = x_i - \xi \).

If there exists a real number \( p \) and a nonzero constant \( C \) such that

\[ \frac{|\varepsilon_{i+1}|}{|\varepsilon_i|^p} \to C, \quad (3) \]

then \( p \) is called the order of the sequence.

**Definition.** The information usage \( d \) of a scheme is defined as the number of new pieces of information required per step.

**Definition.** The informational efficiency \( \text{EFF} \) is defined by

\[ \text{EFF} = \frac{p}{d}. \quad (4) \]

**Definition.** The efficiency index \( \text{EFF}^* \) is given by

\[ \text{EFF}^* = \frac{1}{d} = \frac{p}{e}. \quad (5) \]

§3. Solution of a Nonlinear Algebraic Equation

There are two classes of methods for numerically solving a nonlinear equation. The first class is called bracketing, which includes the bisection, Regula Falsi and others. The idea there is to start with an interval containing the zero and refine it. The
process gives a sequence of subintervals whose length tends to zero and all containing the zero. The other class is called fixed point and include Newton's method. Here one starts with a point \( x_0 \) close to the zero \( \xi \) and construct a sequence \( \{x_i\} \) converging to \( \xi \). For example, Newton's method

\[
x_{i+1} = x_i - \frac{f(x_i)}{f'(x_i)}.
\]

(6)

It is known that if \( \xi \) is a simple zero then the order is 2 and if \( \xi \) is a multiple zero the order of the method is 1. If one knows the multiplicity \( m \) of the root \( \xi \) then the following modification due to Schröder [39] yields a second order method

\[
x_{i+1} = x_i - m \frac{f(x_i)}{f'(x_i)}.
\]

(7)

If \( m \) is not known, see Traub [41 ,pp. 129-130] for a way to approximate it.

In this talk we consider only methods from the second class. Newton's method for computing a simple zero \( \xi \) of a nonlinear equation has been modified in a number of ways. For example, Ostrowski [29] discusses a third order method that evaluates the function \( f \) at every substep but only requires the derivative \( f' \) at every other substep

\[
\omega_i = x_i - \frac{f(x_i)}{f'(x_i)};
\]

(8)

\[
x_{i+1} = \omega_i - \frac{f(\omega_i)}{f'(x_i)}.
\]

He also discusses a fourth order scheme that uses the same information. King [20] has shown that there is a family of such fourth order methods,
\[
\omega_i = x_i - \frac{f(x_i)}{f'(x_i)},
\]

\[
x_{i+1} = \omega_i - \frac{\frac{f(\omega_i)}{f'(x_i)} f(x_i) + \beta f(\omega_i)}{f'(x_i) f(x_i) + (\beta - 2) f(\omega_i)}.
\]  \hspace{1cm} (9)

Traul [41] introduced a third order method which requires one function evaluation and two evaluations of \(f'\) per step,

\[
x_{i+1} = x_i - a_1 \frac{f(x_i)}{f'(x_i)} - a_2 \frac{f(x_i)}{f'(x_i + \beta f(x_i)/f'(x_i))}.
\]  \hspace{1cm} (10)

Popovski [30] introduced a third order one parameter family of methods requiring one evaluation of each \(f, f'\) and \(f''\). (Halley's [16] method and Cauchy's [8] method are special cases). Jarratt [17] developed a fourth order method which uses one function evaluation and two evaluation of \(f'\). King [19] introduced a fifth order scheme requiring two evaluations of each \(f\) and \(f'\),

\[
\omega_i = x_i - \frac{f(x_i)}{f'(x_i)},
\]

\[
x_{i+1} = \omega_i - \frac{\frac{f(\omega_i)}{f'(x_i)} f(x_i) + \beta^3 f(\omega_i)}{f'(x_i) f(x_i) + (\beta_1 - 2) f(\omega_i)}.
\]  \hspace{1cm} (11)

Werner [46] developed a scheme of order \(1 + \sqrt{2}\) that requires one evaluation of each \(f\) and \(f'\). If the root is multiple the method is of order 2. The order cannot be improved upon by using the multiplicity.

\[
x_{i+1} = x_i - \frac{f(x_i)}{f'(\frac{x_i+y_i}{2})},
\]

\[
y_{i+1} = x_{i+1} - \frac{f(x_{i+1})}{f'(\frac{x_{i+1}+y_{i+1}}{2})}.
\]  \hspace{1cm} (12)
Popovski [34] developed sixth order methods requiring two function evaluations and one evaluation of \( f' \) and \( f'' \).

\[
z_i = \phi(x_i),
\]

\[
x_{i+1} = z_i - \frac{f(z_i)}{3 \frac{f(z_i) - (fx_i)}{z_i - x_i} - 2 f'(x_i) - \frac{1}{2}(z_i - x_i)f''(x_i)},
\]

where the first substep is any third order one point method like Halley, Cauchy, Chebyshev [31].

Neta [23] has constructed a sixth order method that requires three function evaluations and one of \( f' \),

\[
\omega_i = x_i - \frac{f(x_i)}{f'(x_i)},
\]

\[
z_i = \omega_i - \frac{f(\omega_i)}{f'(x_i)} \left( \frac{f(x_i)}{f'(x_i)} + (A-2)f(\omega_i) \right),
\]

\[
x_{i+1} = z_i - \frac{f(z_i)}{f'(x_i)} \left( \frac{f(x_i) - f(\omega_i)}{f'(x_i) - 2f(\omega_i)} \right).
\]

If \( A = -1 \), then the correcting factor in the last two substeps is the same. Popovski [33] has shown that this method is of order 7.

Neta [26] has improved this result and constructed a method of order 10.815 using the same information. Neta [24] also developed methods of order 14 and 16 using four evaluations of \( f \) and one of \( f' \). Let us now compare the efficiency of these methods and others.
<table>
<thead>
<tr>
<th>Method</th>
<th>Order</th>
<th>Information</th>
<th>EFF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neta</td>
<td>16</td>
<td>5</td>
<td>3.2</td>
</tr>
<tr>
<td>Neta</td>
<td>14</td>
<td>5</td>
<td>2.8</td>
</tr>
<tr>
<td>Neta [32]</td>
<td>10.815</td>
<td>4</td>
<td>2.704</td>
</tr>
<tr>
<td>Muller [21]</td>
<td>1.839</td>
<td>1</td>
<td>1.839</td>
</tr>
<tr>
<td>Popovski</td>
<td>7</td>
<td>4</td>
<td>1.75</td>
</tr>
<tr>
<td>Secant [19]</td>
<td>1.618</td>
<td>1</td>
<td>1.618</td>
</tr>
<tr>
<td>Neta</td>
<td>6</td>
<td>4</td>
<td>1.5</td>
</tr>
<tr>
<td>Popovski</td>
<td>6</td>
<td>4</td>
<td>1.5</td>
</tr>
<tr>
<td>Ostrowski</td>
<td>4</td>
<td>3</td>
<td>1.333</td>
</tr>
<tr>
<td>King</td>
<td>4</td>
<td>3</td>
<td>1.333</td>
</tr>
<tr>
<td>Jarratt</td>
<td>4</td>
<td>3</td>
<td>1.333</td>
</tr>
<tr>
<td>King</td>
<td>5</td>
<td>4</td>
<td>1.25</td>
</tr>
<tr>
<td>Murakami [22]</td>
<td>5</td>
<td>4</td>
<td>1.25</td>
</tr>
<tr>
<td>Werner</td>
<td>$1 + \sqrt{2}$</td>
<td>2</td>
<td>1.207</td>
</tr>
<tr>
<td>Ostrowski</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Traub</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Popovski</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Newton</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Steffensen [40]</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1
<table>
<thead>
<tr>
<th>Method</th>
<th>Order</th>
<th>Information</th>
<th>EFF*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muller</td>
<td>1.839</td>
<td>1</td>
<td>1.839</td>
</tr>
<tr>
<td>Neta</td>
<td>10.815</td>
<td>4</td>
<td>1.813</td>
</tr>
<tr>
<td>Neta</td>
<td>16</td>
<td>5</td>
<td>1.741</td>
</tr>
<tr>
<td>Neta</td>
<td>14</td>
<td>5</td>
<td>1.695</td>
</tr>
<tr>
<td>Popovski</td>
<td>7.464</td>
<td>4</td>
<td>1.653</td>
</tr>
<tr>
<td>Popovski</td>
<td>7</td>
<td>4</td>
<td>1.626</td>
</tr>
<tr>
<td>Secout</td>
<td>1.618</td>
<td>1</td>
<td>1.618</td>
</tr>
<tr>
<td>Ostrowski</td>
<td>4</td>
<td>3</td>
<td>1.587</td>
</tr>
<tr>
<td>King</td>
<td>4</td>
<td>3</td>
<td>1.587</td>
</tr>
<tr>
<td>Jarratt</td>
<td>4</td>
<td>3</td>
<td>1.587</td>
</tr>
<tr>
<td>Neta</td>
<td>6</td>
<td>4</td>
<td>1.565</td>
</tr>
<tr>
<td>Popovski</td>
<td>6</td>
<td>4</td>
<td>1.565</td>
</tr>
<tr>
<td>Werner</td>
<td>$1 + \sqrt{2}$</td>
<td>2</td>
<td>1.554</td>
</tr>
<tr>
<td>King</td>
<td>5</td>
<td>4</td>
<td>1.495</td>
</tr>
<tr>
<td>Murakami</td>
<td>5</td>
<td>4</td>
<td>1.495</td>
</tr>
<tr>
<td>Ostrowski</td>
<td>3</td>
<td>3</td>
<td>1.442</td>
</tr>
<tr>
<td>Traub</td>
<td>3</td>
<td>3</td>
<td>1.442</td>
</tr>
<tr>
<td>Popovski</td>
<td>3</td>
<td>3</td>
<td>1.442</td>
</tr>
<tr>
<td>Newton</td>
<td>2</td>
<td>2</td>
<td>1.414</td>
</tr>
<tr>
<td>Steffsen</td>
<td>2</td>
<td>2</td>
<td>1.414</td>
</tr>
</tbody>
</table>

Table 2

Note that this comparison is done assuming the difficulty of evaluating the function and its derivatives is the same.

What happens if the zero $\xi$ is of multiplicity $m > 1$. One can use the modified Newton's method suggested by Schröder [39]. One can iterate using $\frac{f}{f'}$, $f^{(m-1)}$, or $f^{1/m}$. All these functions have a
simple zero $\xi$. Clearly these introduce higher order derivatives. Victory and Neta [42] have constructed a two step method of order three for approximating multiple zeros of $f(x)$,

$$\omega_i = x_i - \frac{f(x_i)}{f'(x_i)},$$

$$x_{i+1} = \omega_i - \frac{f(\omega_i)}{f'(x_i)} \frac{f(x_i)}{f'(x_i)} + A f(\omega_i) - B f(\omega_i),$$

where

$$\mu = \frac{m}{m-1},$$

$$A = \mu^{2m} - \mu^{m+1},$$

$$B = \frac{m-2}{m-1} \mu^m + \frac{1}{(m-1)^2}.$$

The following two examples compare this method with Werner's (12) and modified Newton's (7).

Example 1 $f(x) = x^2 e^x$. 

This function has a double zero at zero.

<table>
<thead>
<tr>
<th>Iteration Number</th>
<th>x</th>
<th>(12)</th>
<th>(15)</th>
<th>(15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>.2</td>
<td>.2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.2160-1</td>
<td>.1487-2</td>
<td>.1141</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>.2379-3</td>
<td>.6844-9</td>
<td>.2904-3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>.2830-7</td>
<td>-</td>
<td>.5103-11</td>
<td></td>
</tr>
</tbody>
</table>

Note that method (15) requires only 2 iterations and obtains 2 more digits of accuracy. Starting with $x_0 = 1$ instead of $x_0 = .2$, method (15) needs 3 iterations but gives 4 more digits of accuracy.
Example 2 \( f(x) = 3x^4 + 8x^3 - 6x^2 - 24x + 19 \). (20)

This function has a double root at \( x = 1 \).

<table>
<thead>
<tr>
<th>Iteration Number</th>
<th>( x ) (7)</th>
<th>( x ) (15)</th>
<th>order (7)</th>
<th>order (15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.</td>
<td>0.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.583333</td>
<td>.8904491</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.071987</td>
<td>.9998828</td>
<td>1.75</td>
<td>3.26</td>
</tr>
<tr>
<td>3</td>
<td>1.001386</td>
<td>1.0000000</td>
<td>1.985</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.0000001</td>
<td>1.0000000</td>
<td></td>
<td>2.0002</td>
</tr>
<tr>
<td>5</td>
<td>1.000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.000000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

§4. Solution of Nonlinear Algebraic Systems

In recent years there has been much interest in n-dimensional variations of Newton's method, secant method and other classical one dimensional iterative methods.

The algorithm in most common usage for solving the system

\[ \mathbf{F}(\mathbf{x}) = 0 \]  

is the following

i. Given \( x_1 \), \( \mathbf{F}(x_1) \), and the Jacobian \( \mathbf{J}(x_1) \)

ii. Solve the nxn linear system

\[ \mathbf{J}(x_1) \Delta_1 = - \mathbf{F}(x_1) \text{ for } \Delta_1 \]  

(22)

iii. Use \( \Delta_1 \) and perhaps some other values of \( \mathbf{F} \) to choose \( x_{i+1} \)

iv. Evaluate \( \mathbf{F}(x_{i+1}) \) and test for convergence. Either terminate the computation or go to next step.
v. Evaluate or approximate \( J(x_{i+1}) \), set the counter to \( i+1 \) and return to step ii.

The traditional area of research on quasi-Newton methods are steps iii and v. The reason is that for real problems, evaluations of \( F \) and \( J \) dominate the cost of solution and so it is in these steps that the potential saving in greater.

Werner's [46] method (12) of order \( 1+\sqrt{2} \) is applicable for systems when written as

\[
\begin{align*}
J \frac{x_i + y_i}{2} (x_{i+1} - x_i) &= -F(x_i), \\
J \frac{x_i + y_i}{2} (y_{i+1} - x_{i+1}) &= -F(x_{i+1}).
\end{align*}
\]

(23)

Neta [25] has developed a fourth order method

\[
\begin{align*}
J(x_i)(\omega_i - x_i) &= -F(x_i), \\
J(x_i)(z_i - \omega_i) &= -DF(\omega_i), \\
J(x_i)(x_{i+1} - z_i) &= -DF(z_i),
\end{align*}
\]

(24)

where the diagonal matrix \( D \) has elements

\[
D_{jj} = \frac{F_j(x_i) - F_j(\omega_i)}{F_j(x_i) - 3F_j(\omega_i)}
\]

(25)

Note that \( J \) is computed and factored only once. Extensive numerical experiments with this method show that one can save at least 20% of the time to solve a system using 2 Newton substeps (fourth order). The saving is greater if the number of iterations or the dimension of the system is larger. For example, for a system of 169x169 the saving is 38%.

For systems whose Jacobian is singular there were linear and
superlinear methods developed by Griewank [14-15], Decker and Kelley [10-12] and others.

Let \( F \) be a \( C^3 \) mapping from a Banach space \( E \) into \( E \). Let the Frechet derivative \( F' \) be singular at the solution \( \xi \) and has finite dimensional null space \( N \) and closed range \( X \) so that \( E = N \oplus X \). Let \( P_N \) be a projection onto \( N \) parallel to \( X \) and let \( P_X = I - P_N \). The singular set of \( F' \) near \( \xi \) may then range from a single point to a codimension one smooth manifold through \( \xi \). The assumptions described later force the second situation to occur. Hence one can expect nonsingularity of \( F' \) only in carefully selected regions about \( \xi \). The Newton iterates must remain in the chosen region of invertibility of \( F' \). A set which will satisfy these requirements can be defined as follows

\[
W_{\rho, \theta} = \{ x \in E \mid 0 < \| x - \xi \| < \rho, \frac{\| P_X (x - \xi) \|}{\| P_N (x - \xi) \|} \leq \theta \}, \quad \rho > 0, \theta > 0.
\]

(26)

Theorem (Reddien [36])

Let

1. \( \dim N = 1 \)
2. \( F''(\xi)(N,N) \cap X = \{0\} \)
3. There is \( c > 0 \) such that \( \forall \phi \in N, x \in N \)

\[
\| F''(\xi)(\phi, x) \| \geq c \| \phi \| \| x \|.
\]

(27)

Then, for \( \rho, \theta \) sufficiently small \( [F'(x)]^{-1} \) exists for \( x \in W_{\rho, \theta} \),

the map

\[
Gx = x - [F'(x)]^{-1}F(x)
\]

(28)

takes \( W_{\rho, \theta} \) into itself, and there is \( c_1 > 0 \) so that
Moreover, if \( x_0 \in W_{\rho}, \theta \) and
\[
x_i = Gx_{i-1}, i = 1, 2, \ldots
\]
the sequence \( \{x_i\} \) converges to \( \xi \) and
\[
\| P_\lambda(x_i - \xi) \| \leq c_2 \| x_{i-1} - \xi \|^2, \quad c_2 > 0
\]
(31)
\[
\lim_{i \to \infty} \frac{\| P_N(x_i - \xi) \|}{\| P_N(x_{i-1} - \xi) \|} = \frac{1}{2}
\]
(32)


Theorem [11]

The above conclusions hold under the following assumptions

1. \( \dim N < \infty \)

2. For all \( z \in N \),
\[
B(z) = -P_NF''(\xi) (z, P_N).
\]
(33)

is a nonsingular map on \( N \).

Note that if \( \dim N=1 \) then the last 2 assumptions in Reddien's theorem imply the second assumption above.

Another result by Decker and Kelley [12] shows that one can obtain a quadratically convergent method but the function \( F \) and its Frechet derivative should be evaluated twice each step.

Theorem [12]

Let

1. \( \dim N=1 \) or 2

2. \( B(z) \) a nonsingular map on \( N \) for all nonzero \( z \in N \).

3. There is \( c > 0 \) so that for all \( \phi \in N \)
\[
\| F'''(\xi)(\phi, \phi, \phi) \| > c \| \phi \|^3.
\]
(34)
Then, for $\rho, \theta$ sufficiently small and $x_0 \in W_{\rho, \theta}$, the sequence \( \{x_i\} \) given by
\[
x_{2i+1} = x_{2i} - [F'(x_{2i})]^{-1}F(x_{2i}),
\]
\[
x_{2i+2} = x_{2i+1} - (I + P_N)[F'(x_{2i+1})]^{-1}F(x_{2i+1}),
\]
is contained in $W_{\rho, \theta}$ and converges to $\xi$. Moreover, there is $M > 0$ so that
\[
\|x_{2i+2} - \xi\| \leq M \|x_{2i} - \xi\|^2.
\]

Griewank [15] has extended these results to prove convergence of the iterates even if $x_0$ is in a starlike domain (i.e. $F'$ is nonsingular in part of $W_{\rho, \theta}$).

Weber and Werner [45] suggested to solve an auxiliary problem possessing an isolated solution. Let $\hat{E} = E \times \mathbb{R}$ be equipped with the norm
\[
\|W\| = \|W_1\|_E + \|W_2\|_E + |W_3|.
\]
where $W = (W_1, W_2, W_3) \in \hat{E}$ and $W_1, W_2 \in E$, $W_3 \in \mathbb{R}$. The auxiliary problem is
\[
G(W) = \begin{bmatrix}
F(W_1) + W_3 W_2 \\
F'(W_1) W_2 \\
a(W_2, W_2) - 1
\end{bmatrix}
\]
where $a(W_2, W_2)$ is a continuous symmetric positive definite bilinear form on $E \times E$. The solution of $G(W) = 0$ is $\zeta = (\xi, v, 0)$, since we may assume without loss of generality that $a(v, v) = 1$.

**Theorem [45]**

Under the same hypotheses as Reddien's, then $G'(W)$ is a linear homeomorphism on $\hat{E}$ and $\zeta$ is an isolated solution of $G(W) = 0$. 
Remark. If 0 is an eigenvalue of geometric multiplicity 1 but algebraic multiplicity greater than 1 one has to consider the following problem

\[
H(W) = \begin{bmatrix}
F'(W_1)^T F(W_1) + W_3 W_2 \\
F'(W_1) W_2 \\
a(W_2, W_2) - 1
\end{bmatrix}
\]

Weber and Werner have suggested to solve the auxiliary problem using Werner's algorithm (23). Neta and Victory [27] have suggested to use Neta's fourth order algorithm (24). If one defines the efficiency of a method as the order per total number of multiplications one can show that method (24) is more efficient than (23) for all \( n \geq 2 \), where \( n \) is the dimension of the auxiliary problem. The efficiency of algorithm (24) is

\[
e_N = \frac{4}{n(n^2 + 8n + n)}
\]

and that of (23) is

\[
e_W = \frac{1 + \sqrt{2}}{n^2(n+6)}
\]

Remark. It is not advisable to turn too early to the auxiliary problem, as was demonstrated in [45,27]. One also should check that the solution the sequence converged to is not a surprious solution, see example in [27].
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§1. Introduction.

Spaces of piecewise polynomials defined over a partition of a planar set are of considerable interest in approximation theory. In addition to their usefulness in a variety of data fitting problems, they also play a central role in the finite element method. Clearly, they are a natural generalization of the classical one-dimensional polynomial spline functions.

Despite their obvious importance, until recently there has been relatively little work on general spaces of piecewise polynomials in two variables. In the last few years, however, the literature has grown considerably -- see [1 -25] and references therein.

Some years ago in [19], I gave a lower bound on the dimension of spaces of piecewise polynomials defined on a triangulation. The purpose of this paper is to present both lower and upper bounds for general rectilinear partitions. The plan of the paper is as follows. In the remainder of this section we introduce the spline spaces of interest and
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establish some notation. In Sections 2 and 3 we establish our upper and lower bounds, respectively. Section 4 of the paper contains a variety of applications to special partitions. We conclude the paper with remarks.

Suppose $\Omega$ is a closed subset of $\mathbb{R}^2$, and suppose that $\Delta = \{\Omega_i\}$ is a collection of open subsets such that

1) $\overline{\Omega} = \bigcup_{1}^{n} \Omega_i$

2) $\Omega_i \cap \Omega_j = \emptyset$, all $i,j = 1,2,...,n$.

We call $\Delta$ a partition of $\Omega$. If each $\Omega_i$ is a polygon, then we call $\Delta$ a rectilinear partition. If each $\Omega_i$ is a triangle and if no vertex of any triangle lies in the middle of an edge of another triangle, then we call $\Delta$ a triangulation of $\Omega$.

Given a positive integer $d$ we define the space of polynomials of order $d$ (in two variables) by

$$P_d = \{p(x,y) = \sum_{i=0}^{d} \sum_{j=0}^{d-i} a_{ij}x^iy^j, a_{ij} \in \mathbb{R}\}.$$ 

**Definition 1.1.** Let $0 < r < d$, and set

$$(1.1) \quad S_d^{r}(\Delta) = \{s \in C^{r}(\Omega): s|_{\Omega_i} \in P_d, \; i = 1,...,n\}$$

We call $S$ the space of polynomial splines of order $d$ and smoothness $r$ associated with the partition $\Delta$.

It is clear that $S$ is a linear space. In this paper we are interested in computing its dimension. It turns out that it is not possible to give a general formula — there are some cases where the dimension depends on the exact geometry of the partition — see [17,19]. In general, we must be satisfied with upper and lower bounds for it.
§2. An upper bound on dimension.

In order to state our main result, we need some additional notation. Throughout the remainder of this section we shall suppose that \( \Delta \) is a rectilinear partition of a set \( \Omega \). Given such a partition, we call the straight line segments making up the partition the edges of the partition, and refer to the points where these edges join together as the vertices of the partition. We denote the number of edges and the number of vertices in the interior of \( \Omega \) by \( E \) and \( V \), respectively.

Associated with the integers \( d \) and \( r \), we define

\[
\alpha = \frac{(d+1)(d+2)}{2}, \quad \beta = \frac{(d-r)(d-r+1)}{2}
\]

and

\[
\gamma = \frac{[(d+1)(d+2)-(r+1)(r+2)]}{2}.
\]

We are now ready for the main result of the paper.

**Theorem 2.1.** Suppose that the vertices of the partition \( \Delta \) are numbered in such a way that each pair of consecutive vertices in the list are corners of a common subset in \( \Delta \). For each \( i = 1,2,...,V \), let

\[
(2.3) \quad \tilde{\varepsilon}_i = \text{number of edges with different slopes attached to the } i\text{-th vertex but not attached to any of the first } i-1 \text{ vertices in the list},
\]

and let

\[
(2.4) \quad \tilde{\sigma}_i = \frac{d-r}{\gamma} \left( r+1 - j+1 \right) \varepsilon_i.
\]

Then

\[
(2.5) \quad \lim_{q \to \infty} \sum_{\Omega} S_q^\gamma(\Omega) \leq \sum_{E} \varphi_E \varphi_V \gamma \varepsilon_i \leq \gamma \sum_{i=1}^{V} \tilde{\varepsilon}_i.
\]
Proof: Let \( N \) be the number on the right-hand side of (2.5). By an elementary lemma of linear algebra (cf. Lemma 3.3 of [19]), it suffices to construct linear functionals \( \lambda_1, \ldots, \lambda_N \) such that

\[
(2.6) \quad \text{if } s \in S \text{ and } \lambda_i s = 0, \ i = 1, \ldots, N, \text{ then } s = 0.
\]

Suppose the vertices of the partition are \( \xi_1, \ldots, \xi_N \), and let \( \Omega^0 \) be a set in \( \Delta \) with a corner at \( \xi_1 \) (cf. Figure 1). It is well-known (cf. [16]) that we can find a set \( \Lambda^0 \) of \( \alpha \) point functionals in \( \Omega^0 \) which annihilate \( P_d \). Let \( E_1 \) be the number of edges attached to the vertex \( \xi_1 \). We claim that we can find an additional \( \beta E_1 - \gamma + \delta_1 \) functionals to obtain a set \( \Lambda^1 \) which annihilates any function in \( s|_{\Omega^1} \), where

\[
\Omega^1 = \bigcup \{ \Omega_i: \Omega_i \text{ has a vertex at } \xi_1 \}.
\]

To show this, we may suppose that \( \xi_1 \) is at the origin, and that the figure is rotated so that none of the edges lie on the \( x \) or \( y \) axes. Suppose we number the edges counter clockwise, starting from \( \Omega^0 \). Each of these edges is described by an angle \( \theta_j \) or equivalently by an equation \( y + \alpha_j x = 0, \ j = 1, \ldots, E_1 \).

![Figure 1. A rectilinear partition.](image)
Now suppose \( s \equiv 0 \) on \( \Omega^0 \). Then after crossing the first edge, \( s \) must have the form

\[
(2.7) \quad s(x, y) = \sum_{j=1}^{d-r} \sum_{k=1}^{j} c_{j,k} \phi_{j,k}^i(x, y),
\]

where in general

\[
\phi_{j,k}^i(x, y) = y^{j-k}(y + \alpha_i x)^{r+k}.
\]

Define

\[
\phi_{j,k}^i(x, y)_+ = \begin{cases} \phi_{j,k}^i(x, y), & \text{if } \arctan(y/x) \geq \theta_i \\ 0, & \text{otherwise.} \end{cases}
\]

Then it follows that the set of functions in \( S|_{\Omega^1} \) which vanish on \( \Omega^0 \) are precisely the functions of the form

\[
s(x, y) = \sum_{\nu=1}^{n} \sum_{j=1}^{d-r} \sum_{k=1}^{j} c_{\nu,jk} \phi_{\nu,jk}^i(x, y)_+, \quad (n = E_1)
\]

where the coefficients satisfy the equations

\[
\sum_{\nu=1}^{n} \sum_{j=1}^{d-r} \sum_{k=1}^{j} c_{\nu,jk} \phi_{\nu,jk}^i(x, y) = 0 \quad \text{for all } x, y \in \Omega^0 .
\]

By equating the coefficients of the various powers of \( x^\nu y^\mu \) to zero, we can rewrite this as a homogeneous system of linear equations

\[
(2.8) \quad Ac = 0,
\]

where

\[
c = (c_1, \ldots, c_{d-r})^T
\]

and

\[
c_j = (c_{1j1}, \ldots, c_{jjj}, \ldots, c_{nj1}, \ldots, c_{njj})^T,
\]
and

\[ A = \begin{bmatrix}
A_1 & A_2 & \cdots & A_{d-r}
\end{bmatrix}, \]

where for each \( j = 1, \ldots, d-r \), \( A_j \) is an \( r+j+1 \) by \( n-j \) matrix of the form

\[ A_j = [A_{j1}, \ldots, A_{jn}] \]

with \( A_{ji} \) given by

\[
\begin{bmatrix}
1 \\
(r+j) \alpha_i \\
(r+j) \alpha_i^2 \\
\vdots \\
(r+j)(r+j-1) \alpha_i^{r+j-1} \\
(r+j)(r+j-1)(r+j-2) \alpha_i^{r+j-2} \\
\vdots \\
(r+1)(r+1) \alpha_i^{r+1}
\end{bmatrix}.
\]

Clearly (2.7) is a system of \( \gamma \) equations in \( n \beta \) unknowns. It is shown in [19] that the rank of \( A \) is \( \gamma - \tilde{\sigma}_1 \). We conclude that we can add \( n \beta - \gamma + \tilde{\sigma}_1 \) equations to force the coefficients to be zero. Since \( n = E_1 \), this is equivalent to adding \( B E_1 - \gamma + \tilde{\sigma}_1 \) linear functionals to \( \Lambda^0 \) to get \( \Lambda^1 \).

We now continue this process one vertex at a time. In particular, if \( E_i \) denotes the number of edges attached to the vertex \( \xi_i \) (but not to any of the vertices \( \xi_1, \ldots, \xi_{i-1} \)), then we can add a set of \( B E_i - \gamma + \tilde{\sigma}_i \) functionals to \( \Lambda^{i-1} \) to get a set \( \Lambda^i \) which anihilates splines on

\[ \Omega^i = \Omega^{i-1} \cup \{ \Omega_j : \Omega_j \text{ has a corner at } \xi_i \}. \]

After proceeding through all vertices and adding \( B \) functionals associated with each remaining uncounted edge, we end up with a set of \( N \) linear functionals which anihilates all of \( S \). This completes the proof. \( \blacksquare \)
For convenience, we give values of $\alpha, \beta, \text{and } \gamma$ in Table 1 for several choices of $d$ and $r$.

<table>
<thead>
<tr>
<th>$d$</th>
<th>$r$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>10</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>15</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>21</td>
<td>10</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>10</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>15</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>21</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>15</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>21</td>
<td>3</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 1. The coefficients (2.1)-(2.2) for some choices of $d$ and $r$.

It is clear that the upper bound given in Theorem 2.1 is numerically computable. The following example shows that its value depends on the ordering of the vertices.

Example 2.2. Let $\Omega$ and $\Delta$ be as shown in Figure 2, and let $d = 2$ and $r = 1$. Compute an upper bound for the associated spline space.

Discussion: Here $\alpha = 6$, $\beta = 1$, and $\gamma = 3$. If we order the vertices so that the lower one comes first, then we have $\tilde{\sigma}_1 = (3-\tilde{\sigma}_1)_+ = 0$ and $\tilde{\sigma}_2 = (3-\tilde{\sigma}_2)_+ = 1$, and hence

$$\dim S^1_2(\Delta) \leq 6 + 7 - 2 \cdot 3 + 1 = 8.$$ 

On the other hand, if we order the vertices so that the upper one comes first, then $\tilde{\sigma}_1 = \tilde{\sigma}_2 = 0$, and now

$$\dim S^1_2(\Delta) \leq 6 + 7 - 2 \cdot 3 = 7.$$
§3. A lower bound on dimension.

In order to be able to use the upper bound of Theorem 2.1 to determine the exact dimension of a space of splines, we need to have a lower bound to combine it with. We begin by presenting a lower bound which applies to arbitrary rectilinear partitions.

Theorem 3.1. Let $\Delta$ be a rectilinear partition of a set $\Omega$, and let $\alpha, \beta$ and $\gamma$ be as in (2.1)-(2.2). Given any ordering of the vertices, let

(3.1) $e_i =$ number of edges with different slopes attached to the
      $i$-th vertex,

(3.2) $\sigma_i = \frac{d-r}{j} (r+j+1 - j* e_i)_+$ , $i = 1, \ldots, V$.

Then

(3.3) $\dim S^r_d(\Delta) \geq \alpha + \beta E - \gamma V + \sum_{i=1}^{V} \sigma_i$.

Proof: The proof follows along the same lines as the proof of Theorem 3.1 of [19]. In particular, if $\Delta$ is a partition of a set $\Omega$ with only one interior vertex, then the argument proceeds exactly as before. To get the result for a general partition, we use a merging procedure. Indeed, given
any vertex on the boundary of $\Omega$ connected to an interior vertex $\xi^*$ by an edge, we may remove one polygon having these vertices to get a new set $\Omega_1$ with one less interior vertex (cf. Figure 3). Assuming the result for partitions with $V-1$ interior vertices, we can then merge this space with a spline space over the cell $\Omega_2$ with interior vertex $\xi^*$ to get the result -- cf. the argument in [19].

![Figure 3. Merging cells of a partition.](image)

We note that the lower bound in (3.3) has exactly the same form as the upper bound in (2.5), the only difference being that here $\sigma_i$ replaces $\tilde{\sigma}_i$. By the definitions (2.4) and (3.2), it is clear that for each $i = 1, \ldots, n$, $\sigma_i \leq \tilde{\sigma}_i$, and thus the upper bound is greater than or equal to the lower bound. We have the following immediate corollary.

**Corollary 3.2.** Suppose that for some ordering of the vertices of a triangulation $\Delta$ we have

$$
(3.4) \quad \sigma_i = \tilde{\sigma}_i, \quad i = 1, \ldots, V.
$$

Then the expressions in (2.5) and (3.3) agree and give the dimension of the spline space (1.1).
The following example (cf. [17,19]) shows that even for relatively simple triangulations, it may happen that our lower and upper bounds do not agree.

**Example 3.3** Let $\Delta$ be the triangulation show in Figure 4, and let $d = 2$ and $r = 1$. Compute the dimension of the corresponding spline space.

**Discussion:** It is easy to see that $\sigma_1 = \sigma_2 = \sigma_3 = 0$ while no matter how we order the vertices, we will always have $\overline{\sigma}_3 = 1$. It follows that

$$6 \leq \dim S^1_2(\Delta) \leq 7.$$ 

Indeed, it is known (cf. [17,19]) that the exact dimension of this spline space depends on the location of the vertices. If the figure is symmetric, the dimension is 7; otherwise it is 6. 

![Figure 4. The partition in Example 3.4.](image)

We now give an example of a rectangular partition where the upper and lower bounds do agree. Other examples can be found in Section 5.
Example 3.4 Let $\Delta$ be the rectilinear partition shown in Figure 5. Let $d = 2$ and $r = 1$. Compute the dimension of the associated spline space.

Discussion: It is easily seen that if we number the vertices as shown in Figure 5, then $\sigma_i = (3 - \sigma_i) = 0$, $i = 1, \ldots, 4$. It follows that

$$\dim S_2^1(\Delta) = 6 + 17 - 4 \cdot 3 = 11.$$  

Figure 5 The partition in Example 3.4.

§4. Examples and applications.

In this section we apply our upper and lower bounds to several cases of interest. We begin with a special partition of a rectangle. Let

$$\Omega = [a,b] \times [\tilde{a}, \tilde{b}]$$

$$a = x_0 < x_1 < \ldots < x_k < x_{k+1} = b$$
$$\tilde{a} = \overline{x}_0 < \overline{x}_1 < \ldots < \overline{x}_k < \overline{x}_{k+1} = \overline{b}$$

(4.1)
If \( \Delta \) is the partition of \( \Omega \) which is obtained by drawing grid lines at the points \( x_1, \ldots, x_k \) and \( \tilde{x}_1, \ldots, \tilde{x}_\tilde{k} \) along with the upward sloping diagonals (cf. Figure 6), then we call \( \Delta \) a type one partition.

![Figure 6 Type-1 partitions.](image)

**Theorem 4.1.** Let \( \Delta \) be an equally spaced type-1 partition of a rectangle \( \Omega \). Then for all \( 0 \leq r < d \),

\[
S_d^r(\Delta) = k\tilde{k}(d^2 - 3rd + 2r^2 + \sigma) + (k+\tilde{k})(d^2 - 2rd + d - r + r^2) + (2d^2 + 4d - 2rd - r + r^2 + 2)/2,
\]

where

\[
\sigma = \begin{cases} 
  r^2/4 & \text{if } r \text{ is even and } 3r+1 > 2d \\
  (r^2-1)/4 & \text{if } r \text{ is odd and } 3r+1 > 2d \\
  (d-r)(2r-d) & \text{otherwise}.
\end{cases}
\]

**Proof:** We easily check that \( V = k\tilde{k} \) and \( E = 3k\tilde{k} + 2(k+\tilde{k}) + 1 \). If we put the vertices of the partition in lexicographical order, then we note that \( e_i = \tilde{e}_i = 3 \) for all \( i \), and thus

\[
\sigma_i = \tilde{\sigma}_i = \sigma := \sum_{j=1}^{d-r} (r+1-2j)_+
\]

for all \( i = 1, \ldots, V \). It follows that Corollary 3.2 can be applied, and after some algebra, we obtain (4.2). \( \blacksquare \)
Our next theorem deals with arbitrary type-1 partitions.

**Theorem 4.2.** Let $\Delta$ be a general type-1 partition. Then for all $1 < d$,

$$
\dim S^1_d(\Delta) = k\tilde{k}(d^2 - 3d + 2) + (k+\tilde{k})(d^2-d) + (d^2+d+1).
$$

**Proof:** If we put the vertices in lexicographical order, then it is easy to see that $\tilde{\sigma}_i$ is always at least 3, and thus $\tilde{\sigma}_i = 0$ for $i = 1, \ldots, V$.

Now applying Corollary 3.2, we obtain (4.4). $\blacksquare$

Theorem 4.2 gives the dimension of $C^1$ spline spaces on general type-1 partitions. The following example shows that for $r > 1$, our upper and lower bounds do not agree, and in fact the actual dimension can be equal to the upper bound.

**Example 4.3.** Let $\Delta$ be the unequally spaced type-1 partition shown in Figure 6 with $k = \tilde{k} = 2$. Let $d = 3$ and $r = 2$.

**Discussion:** If we put the vertices in lexicographical order, then we see that $\sigma_i = 0$ and $\tilde{\sigma}_i = \delta_{i3}$, $i = 1, \ldots, 4$. It follows that

$$
15 \leq \dim S^2_3(\Delta) \leq 16.
$$

The actual dimension of this space is 16. Indeed, in addition to the 10 linearly independent polynomials in $S$, the following six splines also belong to the space:

$$
(x-x_1)^3_+ , \ (x-x_2)^3_+ , \ (y-x_1)^3_+ , \ (y-x_2)^3_+ ,
$$

$$
(y - \tilde{x}_2 - (x-x_0)(\tilde{x}_3 - \tilde{x}_2)/(x_1-x_0))^3_+ , \ (y - (x-x_2)(\tilde{x}_1 - \tilde{x}_0)/(x_3-x_2))^3_+.
$$

Theorem 4.1 asserts that this space has dimension 19 in the case where $\Delta$ is an equally spaced type-1 partition. $\blacksquare$
We turn now to another special partition of a rectangle. Let \( \Omega \) and grid points \( x_1, \ldots, x_k \) and \( \tilde{x}_1, \ldots, \tilde{x}_\tilde{k} \) be given as in (4.1). If \( \Delta \) is a partition of \( \Omega \) which is obtained by drawing all the grid lines plus both diagonals in each subrectangle, we call \( \Delta \) a type-2 partition of \( \Omega \). Typical type-2 partitions are shown in Figure 7.

![Figure 7 Type-2 partitions.](image)

Theorem 4.4. Let \( \Delta \) be an equally spaced type-2 partition of a rectangle \( \Omega \). Then for all \( 0 \leq r < d \),

\[
\dim S^r_d(\Delta) = \tilde{k}\tilde{k}(2d^2 - 6rd + 4r^2 + \sigma_g + \sigma_c) \\
+ (k+\tilde{k})(2d^2 - 5rd + d - r + 3r^2 + \sigma_c) \\
+ (4d^2 + 4d - 8rd - r + 5r^2 + 2 + 2\sigma_c)/2,
\]

where

\[
\sigma_g = \sum_{j=1}^{d-r} (r + 1 - 3j), \quad \sigma_c = \sum_{j=1}^{d-r} (r+1-j).
\]

Proof: Here there are \( \tilde{k}\tilde{k} \) vertices at the corners of the grid and an additional \( k\tilde{k} + (k+\tilde{k}) + 1 \) vertices where the diagonals cross. The number of edges is given by \( E = 6k\tilde{k} + 5(k+\tilde{k}) + 4 \). If we put the grid vertices in lexicographical order, followed by the cross vertices, then we note that \( \sigma_1 = \tilde{\sigma}_1 = \sigma_g \) for \( i = 1, \ldots, k\tilde{k} \). For the remaining points we have \( \sigma_i = \tilde{\sigma}_i = \sigma_c \), \( i = k\tilde{k} + 1, \ldots, \tilde{k} \tilde{k} \). Now Corollary 3.2 applies, and after some algebra, we obtain (4.5). ■
The above theorem deals with equally-space type-2 partitions. In the unequally spaced case, we have the following result.

**Theorem 4.5.** Let \( \Delta \) be an arbitrary type-2 partition of a rectangle \( \Omega \). Then for all \( r < d \) with \( r = 0,1,2 \),

\[
(4.7) \quad \dim S_d^r(\Delta) \text{ is given by the formula (3.3).}
\]

**Proof:** If we order the vertices as in the proof of Theorem 4.4, then since \( \bar{e}_i \geq 4 \), we see that \( \bar{\sigma}_i = 0, i = 1,\ldots, k \bar{k} \). On the other hand, since \( e_i = \bar{e}_i = 2 \) and thus \( \sigma_i = \bar{\sigma}_i \) for \( i = k \bar{k} + 1,\ldots, V \), Corollary 3.2 applies to establish the result. \( \Box \)

We close this section with a result on a more general kind of partition. Let \( \Omega \) be the closure of an arbitrary domain, and suppose that a partition \( \Delta \) is a **simple cross cut partition** (cf. [2]) obtained by drawing \( L \) lines across \( \Omega \). (Being simple requires that exactly two lines meet at each vertex in \( \Omega \) -- see Figure 8).

![Figure 8](image)

\[
L = 5 \\
V = 5 \\
E = 15
\]

**Figure 8** A simple cross-cut partition.
Theorem 4.6. Let $\Delta$ be a simple cross-cut partition of a set $\Omega$, and let $\alpha$ and $\beta$ be as in (2.1). Then for all $0 \leq r < d < 2r+1$,

$$(4.8) \quad \dim S^r_d(\Delta) = \alpha + \beta E - V(d^2 + 3d - 2r^2 - 4r)/2,$$

while if $2r+1 \leq d$, then

$$(4.9) \quad \dim S^r_d(\Delta) = \alpha + \beta (E - 2V).$$

Proof: Here $e_i = \tilde{e}_i = 2$ for $i = 1, \ldots, V$, and so

$$\sigma_i = \tilde{\sigma}_i = \frac{d-r}{j=1} (r+1-j)_+ = \begin{cases} \frac{r(r+1)}{2}, & \text{if } 2r+1 < d \\ \frac{-3r^2 - r^2 + 4dr - d^2}{2}, & \text{if } r < d \leq 2r. \end{cases}$$

The result now follows from Corollary 3.2. □

The result (4.9) agrees with the formula obtained in Theorem 5.1 of [2] when we take note of the fact (cf. Lemma 5.1 of [2]) that $L = E - 2V$.

§5. Remarks.

1. In this paper we have confined our attention to rectilinear partitions since it is very difficult to see what the connection would be between polynomials in adjoining regions separated by a curved boundary. The boundary of $\Omega$ itself can, of course, be curved.

2. The idea of obtaining an upper bound on dimension by placing linear functionals was used already in several earlier papers -- see eg. [17-19]. Despite using them in a similar way on some special cases in [19], I did not see the general result at the time, however.

3. Generally I have followed the notation of [19] throughout this paper. One notable change, however, is that here I am using $d$ for the degree of the polynomials, while in [19] I used $m$ for the order. The two are connected by $m = d+1$. 
4. Corollary 3.2 is easiest to apply when the number of edges at each vertex is relatively large compared with the smoothness order r. Unfortunately, it is easy to construct a variety of examples similar to Example 3.3 where the upper and lower bounds do not agree. On the other hand, there are also many examples where they do agree and provide a dimension statement in situations where no other presently available methods apply. Example 3.4 is a case which does not seem to fit any available theory, not even the quasi-cross-cut theory of [6]. It is of interest to note that in this example the correct dimension equals the upper bound rather than the lower one.

5. I had hoped that the upper bound presented here would shed some light on why high degree splines with low smoothness do not seem to be subject to the difficulty inherent in Example 3.3. (It is known [17] that for all \( d \geq 5 \), the \( C^1 \) splines on the partition in Figure 4 have dimension given by the lower bound. The cases \( d = 3,4 \) remain unclarified).

6. Type-1 and Type-2 partitions have been considered in a variety of papers -- see e.g. [3-10,19]. Dimension statements for the equally spaced case and for several values of \( d \) and \( r \) can be found in [19]. Slightly different looking (but equivalent) formulae were found for general \( d \) and \( r \) in [6]. The results for unequally spaced partitions are new.

7. In comparing the upper and lower bounds given here for a variety of quasi-cross-cut partitions, I found them to agree with each other and with the dimensionality formulae given in [6]. Hence, I conjecture that this holds for general quasi-cross-cut partitions. The problem in constructing a proof is that there does not seem to be a simple relation between vertices, edges, and lines in such a partition.

8. Recently there have appeared a number of results on the dimension of spaces of splines which satisfy boundary conditions -- see [8-10]. The tools presented here can also be used on these kinds of spline spaces.

9. After identifying the dimension of a space of splines, the next important question is to construct a basis, and if possible a local basis, for the space. Considerable work has been done on this problem for special partitions -- see e.g. [1-10] and references therein.
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The paper is concerned with generalized conjugate gradient methods for solving the linear system \( Au = b \) where \( A \) is a given \( N \times N \) matrix, \( b \) is a given \( N \times 1 \) vector, and the \( N \times 1 \) vector \( u \) is to be determined. The methods used can be regarded as generalizations of the conjugate gradient method (CG method) developed by Hestenes and Stiefel [6] which is applicable in the symmetrizable case where \( HA \) is symmetric and positive definite (SPD) for some SPD matrix \( H \). The convergence of the CG method compares favorably with that of a number of other iterative methods, and, moreover, at each step the determination of a new iteration vector only involves the use of information from, at most, two preceding iterations. Young and Jea [11] and Jea [7] considered a method called the \textit{idealized generalized conjugate gradient method} (IGCG method) for handling nonsymmetrizable linear systems.

The IGCG method is defined by choosing a nonsingular auxiliary matrix \( Z \) and requiring that \( u^{(n)} - u^{(0)} \in K_{n}(r^{(0)}) \) where \( K_{n}(r^{(0)}) \) is the Krylov space spanned by \( r^{(0)}, Ar^{(0)}, \ldots, A^{n-1}r^{(0)} \). Here \( r^{(0)} \) is the residual vector \( b - Au^{(0)} \). One also requires that \( (Zr^{(n)}, v) = 0 \) for all \( v \in K_{n}(r^{(0)}) \).

(If \( ZA \) is SPD, one can require instead that \( \| u^{(n)} - A^{-1}b \| \leq \| v - A^{-1}b \| \).
for all \( v \) such that \( v - u^{(0)} \in K_n(r^{(0)}) \). Here the norm is defined by \( \|w\| = (w, ZAw)^{1/2} \).

Young and Jea [11] gave three forms of the IGCG method. The first form, called ORTHODIR, has the formulas

\[
(1) \quad u^{(n+1)} = u^{(n)} + \lambda_n q_n
\]

where the direction vectors, \( q^{(0)}, q^{(1)}, \ldots, \) have the form

\[
(2) \quad q^{(n)} = Aq^{(n-1)} + \beta_{n,n-1} q^{(n-1)} + \ldots + \beta_{n,0} q^{(0)}, \quad (q^{(0)} = r^{(0)})
\]

Here the coefficients \( \beta_{n,n-1}, \ldots, \beta_{n,0} \) are chosen so that \((ZAq^{(i)}, q^{(j)}) = 0\) for \( i > j \). If, for some integer \( s \geq 1 \), one requires that \( \beta_{n,i} > 0 \) for \( i < n-s \) we have a truncated version of ORTHODIR, called ORTHODIR(s). In the symmetrizable case, if \( Z \) and \( ZA \) are SPD, then ORTHODIR reduces to ORTHODIR(2). The second form of the IGCG method, called ORTHomin has the formulas

\[
(3) \quad u^{(n+1)} = u^{(n)} + \lambda_n p^{(n)}
\]

where the direction vectors \( p^{(0)}, p^{(1)}, \ldots, \) have the form

\[
(4) \quad p^{(n)} = r^{(n)} + \alpha_{n,n-1} p^{(n-1)} + \ldots + \alpha_{n,0} p^{(0)}, \quad (p^{(0)} = r^{(0)})
\]
Here \( r^{(n)} = b - A u^{(n)} \) and the coefficients \( \alpha_{n,n-1}, \ldots, \alpha_{n,0} \) are chosen so that \( (Z A p^{(1)}, p^{(j)}) = 0 \) for \( i > j \). If for some integer \( s \geq 1 \), we require that \( \alpha_{n,i} = 0 \) for \( i < n-s \) we have the truncated scheme, called ORTHMIN(s).

In the symmetrizable case, if \( Z \) and \( Z A \) are SPD, then ORTHMIN reduces to ORTHMIN(1). ORTHMIN(1) is the classical form of the CG method given by Hestenes and Steifel [6]. The third form of the IGCG method, called ORTHORES has the formulas

\[
 u^{(n+1)} = \lambda_n r^{(n)} + f_{n+1,n} u^{(n)} + f_{n+1,n-1} u^{(n-1)} + \ldots + f_{n+1,0} u^{(0)}
\]

Here the coefficients \( \lambda_n, f_{n+1,n}, \ldots, f_{n+1,0} \) are so chosen that \( (Z r^{(1)}, r^{(j)}) = 0 \) for \( i < j \). In the symmetrizable case if \( Z \) and \( Z A \) are SPD ORTHORES reduces to ORTHORES(1). ORTHORES(1) was given by Engeli, et al [3]. An alternative form of ORTHORES(1) was given by Concus, Golub, and O'Leary [1].

As shown by Jea [7], each of the three forms of the IGCG method has the property that for some \( t \leq N \) if the method does not break down within \( t \) iterations then we have convergence in the sense that \( u^{(t)} = \bar{u} = A^{-1} b \). Furthermore ORTHMIN converges if and only if ORTHORES
converges and if both converge then ORTHODIR converges. Sufficient conditions for convergence are that \( ZA \) be positive real (PR), (i.e., \( ZA + (ZA)^T \) is SPD), for ORTHODIR, and that \( ZA \) and \( Z \) be PR for ORTHOMIN and ORTHORES. Elman [2] has shown that if \( A \) is PR then ORTHOMIN(s) converges.

Unfortunately, for the IGCG method the determination of \( u^{(n+1)} \) requires, in general, some information from each of the previous \( n \) iterations. This can be prohibitive in terms of computer time and storage. One remedy for this is to use truncated schemes. Unfortunately most of the theoretical properties of the idealized schemes do not carry over to the truncated schemes. Nevertheless, numerical experiments reported by Elman [2], by Young and Jea [12], and by Jea [6] indicate that ORTHOMIN(s) and ORTHORES(s) with small \( s \) (2 ≤ \( s \) ≤ 4) are effective in many cases. Much more numerical and experimental work remains to be done.

The emphasis of the talk is to study cases where, as in the symmetrizable case, the three forms of the IGCG method are equivalent to the corresponding
truncated versions. We define **Condition I** as follows. The nonsingular
matrix $H$ satisfies **Condition I** with respect to $A$ if $HA = A^TH$. It is shown
that such a matrix $H$ always exists. However, in most cases it is not
feasible to find $H$. However, if $A$ is symmetric (through not necessarily
SPD) one can let $H = I$. Similarly if $A$ is similar to a symmetric matrix
and if a matrix $C$ is available such that $CAC^{-1}$ is symmetric, then $H$ can be
found. In any case, given an $H$ such that **Condition I** holds, with $Z = H$
or $Z = A^TH$ ORTHODIR, ORTHOMIN and ORTHORES reduce to ORTHODIR(2),
ORTHOMIN(1), and ORTHORES(1) respectively. If $H$ is symmetric it is better
to let $Z = A^TH$ for ORTHODIR and ORTHOMIN while $Z = H$ should be used for
ORTHORES.

While it is seldom possible to find a matrix $H$ satisfying **Condition I**, nevertheless, there is one important case where $H$ can be found. We consider
the expanded system

$$ (6) \quad A \Theta = B $$
where

(7) \[ A = \begin{bmatrix} A & 0 \\ 0 & A^T \end{bmatrix}, \quad \mathbf{u} = \begin{bmatrix} u \\ \tilde{u} \end{bmatrix}, \quad \mathbf{b} = \begin{bmatrix} b \\ \tilde{b} \end{bmatrix} \]

Evidently \( \mathbf{u} \) satisfies (6) if and only if \( u \) satisfies (1) and \( \tilde{u} \) satisfies the fictitious system

(8) \[ A^T \tilde{u} = \tilde{b} \]

Moreover one can show that \( \mathbf{R} \mathbf{A} = \mathbf{A}^T \mathbf{R} \) where

(9) \[ \mathbf{R} = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix} \]

If we apply the IC CG method to (6) with \( \mathbf{Z} = \mathbf{R} \) we get three alternative forms of the Lanczos method, (Lanczos [9,10]) corresponding to the three forms of the IC CG method. We refer to these three forms as the Lanczos/ORTHODIR, Lanczos/ORTHOMIN, and the Lanczos/ORTHORES methods. The second form is the same as the biconjugate gradient method of Fletcher [4,5].

Convergence results are given for the three forms of the Lanczos method, which are analogous to those obtained for the IC CG method. Justification is given for choosing the Lanczos/ORTHODIR form in preference to the more frequently used Lanczos/ORTHOMIN and Lanczos/ORTHORES forms.
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