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Jürgen Garloff

We solve the problem of finding an enclosure for the range of a multivariate polynomial over a rectangular region by expanding the given polynomial into Bernstein polynomials. Then the coefficients of the expansion provide lower and upper bounds for the range and these bounds converge monotonically if the degree of the Bernstein polynomials is elevated. To obtain a faster improvement of the bounds we use subdivision and present an economical procedure for computing the bounds on subboxes. Then we apply the results to a problem of robust control, viz. checking the (Hurwitz) stability of a polynomial with coefficients depending polynomially on parameters varying inside given intervals. Numerical examples are also presented.
Introduction

The Bernstein algorithm, e.g. [1, 2] and the references therein, is now a well established tool for computing bounds for the range of a multivariate polynomial over a rectangular region (for the univariate case cf. [3, 4]). Other approaches tailored for this class of functions include the use of centered forms [5] and sampling the polynomial at certain points [1, 6]. Methods for enclosing the range of more general functions may be found in [7]. Compared with these methods the Bernstein algorithm has the advantage that it avoids function evaluations which might be costly if the degree of the polynomial is high. A salient feature of the Bernstein algorithm is that the computation of the bounds conveys an information about the sharpness of these bounds. This knowledge plays an important role in speeding up the convergence of the algorithm. A disadvantage is that the approach is presently restricted to polynomials. The approach is not restricted to rectangular regions since triangular regions can be handled in a similar way, cf. [1].

Once bounds for the range of a multivariate polynomial are computed by the Bernstein algorithm, these bounds may be improved, e.g. by elevation of the degree of the Bernstein polynomials or by subdivision. Bernstein subdivision techniques have proved to be profitable in a wide variety of algorithms for computer aided geometric design, e.g. for algebraic curve intersection [8], intersection of a ray with a trimmed rational Bézier surface patch [9], computation of all solutions of a system of a nonlinear polynomial equations which lie within a box [10], and computation of the singularities and intersections of offsets of planar integral polynomial curves [11]. Since it turns out that in the above range problem degree evaluation is inferior to subdivision\(^1\) we concentrate here on subdivision techniques and present a method which leads to a considerable saving of computational cost.

The organization of the paper is as follows: in the next section we describe the method for enclosing the range of a multivariate polynomial over the unit box. In Section 1.1 we recall the basic properties of the Bernstein coefficients. In Section 1.2 we apply subdivision and show how the Bernstein coefficients of the polynomial on subboxes can be computed with less computational effort.

In Section 2 we apply our results to a robust control problem, viz. check-

\(^1\)Farouki and Rajan [12] report similar experiences in their investigation on the root condition of polynomials in Bernstein form.
ing the (Hurwitz) stability of a polynomial with coefficients depending polynomially on parameters varying inside given intervals. For more general problems in control theory which may be solved by the Bernstein algorithm see [2]. Applications in other fields include e.g. testing the hypothesis in global univalence theorems of Gale-Nikaido type, cf. [13], if the function to be checked for univalence is in each component a multivariate polynomial.

Numerical examples are given in the last section.

1 Bounds for a multivariate polynomial over the unit box

1.1 Basic properties of Bernstein coefficients

In this section we expand a given multivariate polynomial into Bernstein polynomials to obtain bounds for the range of this polynomial over the unit box $I$ which is a Cartesian power of the unit interval $[0, 1]$. That we consider here the unit box $I$ is no restriction since any nonempty rectangular region, i.e. the Cartesian product of nonempty compact real intervals, can be mapped affinely onto $I$. Furthermore, we shall present the results only for the minimum of the range since the results for the maximum are completely analogous.

Let $p$ be a polynomial (of degree $r$) in the variables $x_1, \ldots, x_q$

$$p(x) = \sum_{i_1, \ldots, i_q=0}^{r} a_{i_1\ldots i_q} \prod_{j=1}^{q} x_j^{i_j}$$

(1.1)

where all coefficients $a_{i_1\ldots i_q}$ are real and $x = (x_1, \ldots, x_q) \in \mathbb{R}^q$. We want to know

$$m = \min_{x \in I} p(x).$$

To shorten the following presentation we shall often write $i$ instead of $i_1 i_2 \ldots i_q$ with range

$$K = \{(i_1, i_2, \ldots, i_q) \mid i_1, \ldots, i_q = 0, 1, \ldots, k\}. $$
The Bernstein polynomials of degree $k$ are defined by

$$p_i^{(k)}(x) = \prod_{j=1}^{q} \binom{k}{i_j} x_j^{i_j} (1 - x_j)^{k-i_j}, \quad i = (i_1 \ldots i_q) \in K.$$ 

Expansion of the given polynomial $p$ in the power form (1.1) into Bernstein polynomials results in ($k \geq r$)

$$p(x) = \sum_{i \in K} b_i^{(k)} p_i^{(k)}(x), \quad x \in I$$

where the Bernstein coefficients $b_i^{(k)}$ are given for $(i_1 \ldots i_q) \in K$ by

$$b_i^{(k)} = b_{i_1 \ldots i_q}^{(k)} = \sum_{\ell_1=0}^{i_1} \cdots \sum_{\ell_q=0}^{i_q} \prod_{j=1}^{q} \binom{i_j}{\ell_j} \rho_{\ell_1 \ldots \ell_q} a_{\ell_1 \ldots \ell_q}$$

with $\rho_{\ell_1 \ldots \ell_q} = \left[\prod_{j=1}^{q} \binom{k}{\ell_j}\right]^{-1}$, and $a_{\ell_1 \ldots \ell_q} = 0$ if some $\ell_j$ is such that $\ell_j > r$.

We set

$$\beta^{(k)} = \min_{i \in K} b_i^{(k)}.$$ 

**Theorem 1** [1, 2]. For each $k \geq r$ we have

(i) \hspace{1cm} $\underline{\beta^{(k)}} \leq m \leq \overline{\beta^{(k)}} + \gamma(k - 1)k^{-2}$

where $\gamma = \sum_{i_1, \ldots, i_q=0}^{r} \sum_{j=1}^{q} (i_j - 1)^2 |a_{i_1 \ldots i_q}|$;

(ii) \hspace{1cm} $\overline{\beta^{(k)}} = m$ iff $\beta^{(k)} = b_{i_1 \ldots i_q}^{(k)}$ with $i_j \in (0, k), \quad j = 1, 2, \ldots, q$.

Furthermore, it can be shown that the sequence of bounds $\{\beta^{(k)}\}$ converges monotonically [1].

Note that if condition (ii) of Theorem 1 holds, then $p$ assumes its minimum at a vertex of $I$. Therefore, condition (ii) will be referred to as the vertex condition. However, $p$ may achieve its minimum at a vertex of $I$ while

\[1\] The question of stability of the transformation between the power and the Bernstein polynomial forms was addressed in [14, 15].
the vertex condition does not hold.

*Example 1.* Let $p$ be the Chebyshev polynomial of 10th degree, i.e.

$$p(x) = 512x^{10} - 1280x^8 + 1120x^6 - 400x^4 + 50x^2 - 1.$$  

It is well known that the minimum of $p$ on $[0, 1]$ is $-1$. Therefore, we have

$$m = p(0) = b_0^{(10)}$$

whereas

$$\underline{\beta}^{(10)} = b_9^{(10)} = -9.$$  

In [1] a difference table method for computing the $(k + 1)^q$ Bernstein coefficients is described. The number of operations required by this method is $qk(k + 1)^q/2$ additions (multiplications with $\rho_i$ neglected).

### 1.2 Subdivision

If we want to improve the bounds (if e.g. the vertex condition does not hold) we may elevate the degree $k$ of the Bernstein polynomials. But numerical examples [16] show that the convergence of the sequence $\{\underline{\beta}^{(k)}\}$ is rather slow (cf. the upper bound in Theorem 1 (i)). A better way to get tighter bounds is to apply subdivision.

We divide the unit box $I$ into $2^q$ subboxes of edge length $1/2$ and calculate the Bernstein coefficients of $p$ on these subboxes, i.e. the Bernstein coefficients of the $2^q$ polynomials obtained when $p$ is shifted from the subboxes to $I$. The process may be continued by subdividing again each of the $2^q$ subboxes into $2^q$ subboxes of edge length $1/4$ and calculating the Bernstein coefficients on all resulting subboxes and so on. Then the minimum of the Bernstein coefficients of $p$ on all subboxes at a fixed subdivision level $s$, where $s = 0$ refers to $I$, will be denoted by $\underline{\beta}^{(s)}$. In the following the degree $k$ of the Bernstein polynomials is fixed (usually one takes $k = r$) and therefore we suppress the upper index $(k)$.

The following theorem shows that the sequence $\{\underline{\beta}^{(s)}\}$ converges to $m$ quadratically with respect to the edge length of the subboxes generated by subdivision (for the univariate case cf. [4]).
**Theorem 2** [2].

(i) \[ \beta(s) \leq m \leq \beta(s) + \varepsilon 2^{-2s} \]

where \( \varepsilon \) is a constant not depending on \( s \);

(ii) \[ \beta(s) = m \iff \beta(s) \text{ fulfills a vertex condition on a subbox.} \]

The following proposition shows that the Bernstein coefficients at the first subdivision level can be computed from the Bernstein coefficients of \( p \) on \( I \) and therefore explicit transformation of the subboxes onto \( I \) is avoided. To facilitate the description, we introduce the following notation for the subboxes.

Let

\[ I_{\nu_1...\nu_q} = X_{\nu_1} \times \cdots \times X_{\nu_q} \]

\[ \nu = (\nu_1, \ldots, \nu_q) \in \{0, 1\}^q \]

where \( \nu_j \) are Boolean variables and the intervals \( X_j \) are given by

\[ X_{\nu_j} = \begin{cases} [0, 0.5] & \text{if } \nu_j = 0 \\ [0.5, 1] & \text{if } \nu_j = 1. \end{cases} \]

Let \( b_i(\nu) \), \( i \in K \), denote the Bernstein coefficients on the subbox \( I_\nu \).

**Proposition 1** [1, 2]. For all \( \nu = (\nu_1, \ldots, \nu_q) \in \{0, 1\}^q \) the following relations hold

\[ b_{i_1...i_q}(\nu) = 2^{-\sum_{j=1}^{q} i_j} \sum_{s_1=0}^{i_1} \cdots \sum_{s_q=0}^{i_q} \prod_{j=1}^{q} \left( \frac{i_j}{s_j} \right) \ast_{s_1...s_q}(\nu) \]

where \( \ast_{s_1...s_q}(\nu) = b_{t_1...t_q} \)

with

\[ t_j = \begin{cases} s_j & \text{if } \nu_j = 0 \\ k - s_j & \text{if } \nu_j = 1 \end{cases} \quad \text{for } j = 1, \ldots, q. \]

Based on Proposition 1 the computational effort for computing the Bernstein coefficients on subboxes can be brought down considerably by the following procedure:
Sweep in the first coordinate direction:
On $I_{0...0}$ (we suppress the explicit reference to this subbox):

Put $b^{(1,0)}_i := b_i, \quad i \in K$.

Then define for $\ell = 1, \ldots, k$

$$b^{(1,\ell)}_{i_1 \ldots i_q} := \begin{cases} 
    b^{(1,\ell-1)}_{i_1 \ldots i_q}, & i_1 = 0, \ldots, \ell - 1 \\
    \frac{1}{2}(b^{(1,\ell-1)}_{i_1-1,i_2\ldots i_q} + b^{(1,\ell-1)}_{i_1 \ldots i_q}), & i_1 = \ell, \ldots, k 
\end{cases}$$

for $i_2, \ldots, i_q = 0, \ldots, k$.

We obtain as intermediate values of this computation the entries resulting by a sweep in the same coordinate direction on the neighbouring subbox $I_{10\ldots0}$:

$$b^{(1,k)}_{i_1 \ldots i_q}(10 \ldots 0) = b^{(1,i_1)}_{ki_2 \ldots i_q}(0 \ldots 0), \quad (i_1, \ldots, i_q) \in K.$$

Sweep in $m$-th coordinate direction, $2 \leq m \leq q$:

For $\nu_1, \ldots, \nu_{m-1} = 0, 1$ (we suppress the explicit reference to $I_{\nu_1,\ldots,\nu_{m-1},0,\ldots,0}$ in the following formulae):

Put $b^{(m,0)}_i := b^{(m-1,k)}_i, \quad i \in K$.

Then define for $\ell = 1, \ldots, k$

$$b^{(m,\ell)}_{i_1 \ldots i_q} := \begin{cases} 
    b^{(m,\ell-1)}_{i_1 \ldots i_q}, & i_m = 0, \ldots, \ell - 1 \\
    \frac{1}{2}(b^{(m,\ell-1)}_{i_1,\ldots,i_m-1,i_{m+1},\ldots,i_q} + b^{(m,\ell-1)}_{i_1 \ldots i_q}), & i_m = \ell, \ldots, k 
\end{cases}$$

for $i_1, \ldots, \hat{i}_m, \ldots, i_q = 0, \ldots, k$.

These sweeps provide as byproducts the entries on the neighbouring subboxes $I_{\nu_1,\ldots,\nu_{m-1},1,0,\ldots,0}, \nu_1, \ldots, \nu_{m-1} = 0, 1$, resulting when the sweeps in the $m$ first coordinate directions are performed on these subboxes, viz.

$$b^{(m,k)}_{i_1 \ldots i_q}(\nu_1, \ldots, \nu_{m-1}, 1, 0, \ldots, 0) = b^{(m,i_m)}_{i_1,\ldots,i_m-1,k,i_{m+1},\ldots,i_q}(\nu_1, \ldots, \nu_{m-1}, 0, \ldots, 0)$$

with $(i_1, \ldots, i_q) \in K, \quad \nu_1, \ldots, \nu_{m-1} = 0, 1$.

After the last step rearrangement of the entries $b^{(q,k)}_i(\nu), \quad i \in K$, according to Proposition 1 gives the Bernstein coefficients of $p$ on $I_{\nu}, \nu \in \{0,1\}^q$. 

The above procedure requires \( k(k + 1)^q(2^q - 1 - \frac{1}{2}) \) additions and divisions by 2 (binary shifts) which is less than \( 1/q \) of the amount of work if the difference table method is applied to all \( 2^q \) subboxes.

The above procedure shows that the bound \( \beta_{(s)} \) is at least as good as the bound obtained without subdivision and that the bounds \( \beta_{(s)} \) converge monotonically as \( s \to \infty \). Comparing with Theorem 1 (i), we see that subdivision is clearly superior to degree elevation. Furthermore, when refinement is applied iteratively the polynomial \( p \) will assume its minimum on a sufficiently small subbox at one of its vertices so that the chance is high that the bound provided by the Bernstein coefficients is sharp, cf. Theorem 2 (ii).

2 Application to a robust control problem

In this section we apply the results of Section 1 to the following robust control problem:

Let a polynomial \( \phi \)

\[
\phi(z) = a_0 z^m + a_1 z^{m-1} + \cdots + a_{m-1} z + a_m
\]  

(2.1)

be given with coefficients \( a_k \) depending polynomially on parameters \( q_1, \ldots, q_n \), \( q = (q_1, \ldots, q_n) \), i.e.

\[
a_k(q) = \sum_{i_1, \ldots, i_n=0}^r a_{i_1, \ldots, i_n}^{(k)} q_1^{i_1} \cdots q_n^{i_n}
\]

where the parameters vary inside given intervals \([q_i, \overline{q}_i]\), \( i = 1, \ldots, n \), i.e.

\[
q \in Q = [q_1, \overline{q}_1] \times [q_2, \overline{q}_2] \times \cdots \times [q_n, \overline{q}_n].
\]

We assume \( a_0(q) > 0 \) for all \( q \in Q \).

Then the following question arises:

Are the polynomials \( \phi(q) \) (Hurwitz, asymptotically) stable for all \( q \in Q \), i.e. are all zeros of \( \phi(q) \) inside the open left half of the complex plane?

In the last years much attention was devoted to the solution of this problem, cf. the references in [2]. More recent approaches include [17, 18].
We use the following boundary crossing theorem\(^3\) to transform the above problem into the problem of checking a multivariate polynomial for positivity over \(Q\).

**Boundary crossing theorem [21]**

The polynomial (2.1) is stable for all \(q \in Q\) iff:

1. There exists a \(q_0 \in Q\) for which \(\phi(q_0)\) is stable;

2. \(\det H(\phi(q)) > 0\) for all \(q \in Q\), where \(H(\phi) = (h_{i,j}(\phi))\) is the Hurwitz matrix associated with \(\phi\), i.e.

\[
h_{i,j}(\phi) = a_{2j-i}, \quad i, j = 1, \ldots, m \quad \text{with} \quad a_\ell = 0 \quad \text{for} \quad \ell < 0 \text{ or } \ell > m.
\]

Note that the determinant of the Hurwitz matrix associated with the polynomial (2.1) is an \(n\)-variate polynomial, again named \(p\) (for larger degree \(p\) may be computed by a symbolic manipulation package).

After having transformed the given parameter set \(Q\) onto the unit box \(I\), we calculate the minimum of the Bernstein coefficients of \(p\) on \(I\). If this minimum is positive, \(\phi(q)\) is stable for all \(q \in Q\). Otherwise we subdivide \(I\) iteratively until positivity is achieved on all subboxes (then \(\phi(q)\) is stable for all \(q \in Q\) or the maximum\(^4\) of the Bernstein coefficients is nonpositive on a subbox (then \(\phi(q_0)\) is not stable for some \(q_0 \in Q\)).

Based on this procedure, a subdivision algorithm (called *breadth-first algorithm*) can be designed in the spirit of the Moore-Skelboe algorithm for unconstrained global optimization, e.g. [19]. Here the subboxes generated by subdivision do not have the same edge length step by step. In each iteration step subdivision is continued on a subbox which has smallest Bernstein coefficient since than the chances are best for finding a subbox on which \(p\) is not positive.

However, a serious drawback of this algorithm is that the number of arrays of the Bernstein coefficients which are generated in each subdivision

---

\(^3\)This theorem allows that the coefficients \(a_k\) depend continuously on the parameters \(q_1, \ldots, q_n\) (not necessarily polynomially). Therefore, also this more general problem may be transformed into a positivity check which may be treated efficiently by interval methods [7, 19, 20].

\(^4\)As we have already noted at the beginning of Section 1.1, analogous results hold also for the maximum of the Bernstein coefficients.
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step is in general equal to $2^n$. To reduce the storage requirements we propose instead a depth-first algorithm which makes use of the relations between the Bernstein coefficients on neighbouring subboxes derived in Section 1.2.

In the sequel, all subboxes $Y, \tilde{Y}$ are subboxes of $I$ generated by subdivision and the array $b_i(Y)$ of a triple $(Y, t, b_i(Y))$ denotes the Bernstein coefficients on $Y(t = n)$ or their intermediate values obtained after $t$ sweeps in the first $t$ coordinate directions ($t < n$).

**Depth-first subdivision algorithm**

1. Calculate the Bernstein coefficients $b_i(I)$. Initialize list $L = \{(I, n, b_i(I))\}$.

2. Denote the first triple of $L$ by $(Y, t, b_i(Y))$.

   If $t < n$: Perform the sweeps on $Y$ in the coordinate directions $t + 1, t + 2, \ldots, n$ giving the Bernstein coefficients on $Y$ named again $b_i(Y)$ replacing the intermediate values; replace $t$ by $n$. Enter into $L$ in the given order just behind $(Y, n, b_i(Y))$ the subboxes $(\tilde{Y}, j, b_i(\tilde{Y}))$, $j = n, n - 1, \ldots, t + 1$, having an $(n - 1)$-dimensional face in common with $Y$ which is parallel to the $(x_1, x_2, \ldots, \hat{x}_j, \ldots, x_n)$-hyperplain, where $b_i(\tilde{Y})$ are the (intermediate values of the) Bernstein coefficients on $\tilde{Y}$ obtained as byproducts during the computation of the Bernstein coefficients on $Y$.

3. Calculate $a := \min b_i(Y)$.
   
   If ($a \leq 0$ and $a$ is sharp) or $\max b_i(Y) \leq 0$ go to 7.
   
   If $a > 0$ go to 5.

4. Subdivide $Y$ and replace in $L$ the triple $(Y, n, b_i(Y))$ by $(Y_{0\ldots0}, 0, b_i(Y))$.
   
   Go to 2.

5. Remove $(Y, n, b_i(Y))$ from list $L$.
   
   If $L = \emptyset$ go to 6.
   
   Go to 2.

6. Stop and report that $p$ is positive on $I$.

7. Stop and report that $p$ is not positive on $I$. 
3 Computing the stability margin

In this section we present numerical examples for a problem closely related to the stability problem discussed in Section 2:

Let the polynomial \( \phi(q^0) \) be stable. We want to find the largest \( \rho \) named \( \rho^* \) such that all polynomials \( \phi(q) \) are stable for all \( q \) with \( \|q - q^0\|_\infty^w < \rho \), where \( \| \cdot \|_\infty^w \) denotes the weighted infinity norm, i.e. \( \|q - q^0\|_\infty^w = \max_i w_i^{-1} |q_i - q^0_i|, w_i > 0 \).

The quantity \( \rho^* \) is called the stability margin. The algorithm presented in this paper can be used to compute \( \rho^* \) by a bisection search over \( \rho \) involving a positivity check at each step.

The following examples were run (in double precision) on a workstation HP-9000/700 [22].

Example 3 [23]. Let

\[
\phi(q_1, q_2; z) = z^3 + (q_1 + q_2 + 1)z^2 + (q_1 + q_2 + 3)z + 6q_1 + 6q_2 + 2q_1q_2 + 1.25.
\]

The stability region in parameter space contains an instability disc centered around the point \((1,1)\) with radius 0.5. The parameter vector \( q^0 \) is chosen as \( q^0 = (1.6, 0.3) \), and the perturbation weight vector is \((0.15, 0.05)\). It can be shown that in this example \( \rho^* = 4 \). The polynomial to be checked for positivity is

\[
\phi(q_1, q_2) = 6q_1^3 + 6q_2^3 + 2q_1^2q_2 + 2q_1q_2^2 + 2q_1^3q_2 + 2q_1q_2^3 - 10.75q_1^2 - 10.75q_2^2 - 20.5q_1q_2 + 8q_1 + 8q_2 + 2.1875.
\]

Starting with \( \rho = 1 \), positivity was checked for (the respective deepest subdivision level is given in brackets) \( \rho = 1(0), 2(0), 4(0), 8(2), 6(3), 5(4), 4.5(5), 4.25(5), 4.125(6), 4.0625(7), \ldots \) (successively halving) \( \ldots \), 4.0009765625(13). Since the required precision was reached, in a final step the last \( \rho \) was subtracted from the last but one giving \( \rho = 4 \). The program reported that the bound provided by the minimum of the Bernstein coefficients for \( \rho = 4 \) is sharp. The computing time for this bisection search was 120 ms. The breadth-first subdivision algorithm needed 150 ms with a maximum subdivision level of 7.
Example 4. The polynomial to be checked for positivity in the example presented in [24] is
\[ \phi(q_1, q_2, q_3) = q_3^3 (q_1^6 q_2^6 q_3^3 - q_1^2 q_2^2 q_3^3 - q_1^2 q_2^6 q_3^4) \quad \text{with } q^0 = (1.4, 1.5, 0.8). \]

The perturbation weight vector is \( w = (0.25, 0.2, 0.2) \). The stability margin was found to be between 1.0898... and 1.0908... . The computing time for the 13 bisection steps was 0.4s. No subdivisions were needed.

Using the above factorization (which is quite natural since in the last column of the Hurwitz matrix only the \((n,n)\)-entry is nonzero), the result was obtained in 0.24s. It is our experience that only for higher degree polynomials it is advantageous to use this factorization.

Example 5. This example is taken from [25]:
\[ \phi(z) = u(z)v(z) + x(z)y(z) \]
with
\[
\begin{align*}
  u(z) &= r_1 z + r_2, \\
  x(z) &= z^2 - r_3 z + r_4, \\
  v(z) &= q_1 z + q_2, \\
  y(z) &= z^2 + q_3 z + q_4.
\end{align*}
\]

The parameters \( r_i, \ i = 1, 2, 3, 4 \), belong to the following fixed intervals (not depending on \( \rho \)).
\[
\begin{align*}
  r_1 &\in [2.7, 3.3], & r_2 &\in [1.7, 2.3], \\
  r_3 &\in [2.5, 3.5], & r_4 &\in [9.5, 10.5].
\end{align*}
\]

Wanted is the stability margin with respect to parameter vector \( q = (q_1, q_2, q_3, q_4) \) assuming that \( q^0 = (20, 23, 10, 5) \) and \( w = (1, 1, 1, 1) \). The polynomial to be checked for positivity is a polynomial in 8 variables comprising 65 monomials. Positivity tests were performed for \( \rho = 1, 0.5, 0.25, 0.125, 0.1875, 0.15625, 0.171875, \ldots, 0.1865, \ldots, 0.1855 \ldots \). The stability margin was found to be between the last two values of \( \rho \). The computing time for these 12 bisection steps was 47.4s and no subdivisions were needed.
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