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AN APPROACH TO RELIABLE COMPUTATIONS
WITH THE MINIMAL REPRESENTATION-

Eldar A.Musaev

An approach to organization of computations with guaranteed estima-
tion of the result is proposed. In this schema the process itself choose min-
imal by complexity representation necessary to provide a priory defined

precision.

Mnoaxol K BbI‘-IPIC.TIEEIM.HM C TAPAHTHMPOBAHHOU
OIIEHKOUN PE3YJIBTATA C
MWHHUMAJILHBIM IIPEINCTABJIEHUEM

9.A.Mycaes

IpeanaraeTcA MOAX0A K OPraHM3allMyi BHIUMCIIEHUH ¢ rapaHTUpO-
BaHHOW OLIEHKOii pe3yJibTaTa, MPU KOTOPOM BBIUMCJINTEJILHBIA MpO-
Hecc aBTOMATMUUECKM YCTaHaBJMBaeT MWHMMaJIbHOE IO CJIOXKHOCTH
npelcrasiieHue, HeobxoauMoe 1A MOJIyUeHUs alpUOPHO 3aJaHHOM
TOUHOCTH.

1. The problem

Sometimes a continuation of an interval computation comes to a dead
end as two values to be compared happens to be incomparable. In the
case when indefinity underlies in the precision selected, the idea to repeat
computations with a higher one, seems to be very attractive. To get
this possibility numerous tools were elaborated to work with different

precision and representations (see [1,2,3]).
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On the other hand it is impossible to determine a priory what decision
is necessary. though it would be highly desirable ([4]). Some approach to
get minimal necessary representation automatically is suggested below.

2. Description

The very idea that process of computations could choose the necessary
precision was suggested in (5], when the underlyings of concrete way

suggested here were described in [6,7.8].

In this model a single program is considered like several prograims with
similar code and different representations of data. Each such a program
we will call later “a shell”.

First time the shell with the simplest representation is initialized. If
the situation with incomparable values occurs. then this shell is freezed
and the control is transfered to the shell with the more complex repre-
sentation. In terms of concurrent processes it expects the results of more

powerful shell.
After a more precize and complex shell couputed a critical value more

exactly. the frozen low level shall continue work, so in the very end no
value is computed more exactly than really needed to get a finite result.

Needless to say that if the second level shell enter to incomparable
state. it can wait for a next level shell to solve the problein, and so on.

In this scheme the low level shell make a path for the complex and
expensive high level shells. computing. when possible. directions for IF
and CASE operators. and a quantity of the iterations for loops. On the
other hand the high level shells correct the values computed by the low
level shells. That is the reason for the terin “wave cotputations”. applied
to this schema. Points of confrol in shells run one after another like waves

0Ol a Sea.
3. Realization : “

To shorten explanations below somwe Algol 68 like language will be
naedd. We draw sauple texts for corontines realization. as concurrent onc

does not differs serionsly.

First. we shonld fix a set of representafions used in computations:

AN AR

_Mode .
_Level I

The data type
Mode

In concurrent
shell modules.

Global variab

the program, an

-Op +

The compari
possible incomp
result, and so sl
special “Trinar;

Mode _Tri

Namely com
the computatio

_Op > = (_
1
f <

L3 DI

-



priory what decisioy
). Some approach tq
is suggested below.

choose the necessary
ngs of concrete way

everal prograins with
Jach such a program

tion is initialized. If
1 this shell is freezed
more complex repre-
:s the results of more

a critical value more
» in the very end no
to get a finite result,

iter to incomparable
yroblent, and so on.

for the complex and
sle, directions for IF
ns for loops. Ou the
omputed by the low
mputations’ . applied
er another like waves

ike language will be
Nl. as coucurrent one

in computations:

AN APPROACH TO RELIABLE COMPUTATIONS ... 39

_Mode _Level = ( Single, Double, Multi );
_Level FirstLevel = Single, LastLevel = Multi;

The data type will contain all necessary representations in this case:

_Mode Num = _Struct ( _SingleSeg s,
_DoubleSeg d, MultiSeg m );

In concurrent model appropriate compiler should produce according
shell modules.

Global variable GlobLev will be used to point out the current state of
the program, and so an addition can be easy expressed like:

Op + = (.Num a,b) Num: (_Num r;
( GlobLev! sofr:=sofa+ s.ofb,
dofr:=d.ofa + d_of b,

m_of r := m_of a + m_of b); r)

The comparison operations are not so easy to express because of a
possible incomparability in them. In particular they must allow uncertain
result, and so should return not usual boolean (True or False) values, but
special “Trinary” (True, False and Unknown) values:

_Mode _Trin = ( True, False, Unknown );

Namely comparison operations realise links between different shells of
the computational process:

_Op > = (.Num a,b)_Trin:

_If _Trin f = SeeQueue;
f <> Unknown # Already computed 7 #
_Then SetQueue(f,GlobLev); {
_Elif # This level have not computed yet #
# Correct all values for a level down ! #
RecomputeAll; ’
# Compute at this level #
_Trin f = ( GlobLev ! s.of a > s_of b,

d.ot a > d_of b, mof a > m_of b );
f = Unknown # Not success 7 #
_Then # This level is unsufficient #
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# A level up and compute ... #
JumpUp; JumpDown; SeeQueue
—Else # Success, now save ... #
SetQueue(f,GlobLev); JumpDown; f
-Fi

4. Advantages

The main advantage of this scheme is in avoiding extra computations
and extra precision in computations. Only necessary precision is used to
achieve a result.

On the other hand we may get even better results than computing with
higher necessary precision from the very beginning, because lower level
shells take some computational work like number of iterations or choice
in IF statements. Taking into account that requirements on a time may
differ in times for subsequents shells, it could give sufficient economy.

Another advantage of this scheme is that we can place a finite condition
on the absolute value of result error, and automatically get it or less one,
if that is possible with existing representations.

Besides that, this way can be easy implemented in a real concurrent
environment as well as in a coroutines model of computations.

Moreover, besides easiness in getting real concurrent computation, the
advantage of this scheme is an easiness in using it with immediate effect.

In development of this scheme a quite exotic representations may be
selected, like described in [9] generalized interval arithmetic or a posteri-
ory interval analysis ([10]). In this case representation could influence on
a code, but it does not make a matter for the scheme, because the source
text of the program may be the same.
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